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Abstract

The search for a semantics for higher-order quantum computation leads naturally
to the study of categories of normed cones. In the first part ofthis paper, we develop the
theory of continuous normed cones, and prove some of their basic properties, including
a Hahn-Banach style theorem. We then describe two differentconcrete∗-autonomous
categories of normed cones. The first of these categories is built from completely
positive maps as in the author’s semantics of first-order quantum computation. The
second category is a reformulation of Girard’s quantum coherent spaces. We also point
out why ultimately, neither of these categories is a satisfactory model of higher-order
quantum computation.

1 Introduction

In quantum computation, one often considers programs whichdepend parametrically on
a so-calledblack box, which is typically a quantum circuit that computes some unknown
function. The black box is considered to be part of the input of the program, but it dif-
fers from ordinary data, such as qubits, in that it can only betested via observing its
input/output behavior. In the terminology of functional programming, programming with
black boxes is a special case of what is known ashigher-order functional programming,
which means, programming with functions whose input and/oroutput may consist of other
functions.

Recently, there have been some proposals for higher-order quantum programming lan-
guages, based on linear versions of the lambda calculus [11,12, 10]. These languages
have been given meaning syntactically, in terms of theiroperationalbehavior; however,
there is currently no satisfactorydenotationalsemantics of such higher-order quantum
programming languages. This is in contrast to the first-order case, where a complete de-
notational description of the quantum computable functions on finite data types, based on
superoperators, has been given [8].
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In trying to extend this work to the higher-order case, one isled to search for a sym-
metric monoidal closed category which contains the category of superoperators from [8]
as a full, symmetric monoidal subcategory. This leads naturally to the study of categories
of normed cones, as pioneered by Girard in his study of quantum coherent spaces [5].

In the first part of the present paper, we attempt to develop a systematic account of
normed cones and their basic properties. The study of normedcones is similar, in many
respects, to the study of normed vector spaces, but there aresome important differences,
notably the presence of a partial order, the so-calledcone order. This order allows us
to use techniques from domain theory [2], and to work with order-theoretic notions of
convergence and continuity which are rather stronger than the corresponding notions that
are usually available in normed vector spaces such as Banachspaces.

In the second part of this paper, we report on two instructive(but ultimately failed)
attempts at constructing a model of higher-order quantum computation based on normed
cone techniques. We describe two concrete categories of normed cones. The first such cat-
egory is a direct generalizations of the category of superoperators from the author’s work
on first-order quantum computation [8]. The second categoryis based on a reformulation
of Girard’s quantum coherent spaces. Both categories turn out to be∗-autonomous, and
thus possess all the structure required to model higher-order linear language features (and
more). However, neither of these categories yields the correct answer at base types, and
thus they are not correct models of quantum computation. Theauthor believes that the
techniques used here are nevertheless interesting and might turn out to be building blocks
in the construction of a model of higher-order quantum computation in the future.

Acknowledgments and Errata. I am grateful to Andrea Schalk for many useful discus-
sions on the topics of this paper, and to Vincent Danos for corrections. The current version
of this paper differs from the published version. I have corrected errors in Lemma 2.10
and Example 2.11, as well as some minor typos.

2 Cones

In this section, we develop the basic theory of continuous normed cones. The techniques
used are similar to those employed in the study of normed vector spaces, except that we
also make extensive use of domain-theoretic methods to exploit the partial order which
naturally exists on cones. Another domain-theoretic treatment of cones was given by Tix
[9], but the present work differs in many key details, such asthe presence of a norm, and
the consequently modified notion of completeness.

2.1 Abstract cones

Let R+ be the set of non-negative real numbers. Anabstract coneis analogous to a real
vector space, except that we takeR+ as the set of scalars. SinceR+ is not a field, we have
to replace the vector space lawv + (−v) = 0 by acancellation lawv + u = w + u ⇒
v = w. We also requirestrictness, which means, no non-zero element has a negative.
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Definition (Abstract cone). An abstract coneis a setV , together with two operations
+ : V × V → V and· : R+ × V → V and a distinguished element0 ∈ V , satisfying the
following laws for allv, w, u ∈ V andλ, µ ∈ R+:

0 + v = v 1v = v
v + (w + u) = (v + w) + u (λµ)v = λ(µv)
v + w = w + v (λ+ µ)v = λv + µv

λ(v + w) = λv + λw,

v + u = w + u ⇒ v = w (cancellation)
v + w = 0 ⇒ v = w = 0 (strictness)

Example2.1. R+ is an abstract cone. The set

R
n
+ = {(x1, . . . , xn) | x1, . . . , xn ∈ R+}

is an abstract cone, with the coordinate-wise operations. More generally, ifV1, . . . , Vn

are abstract cones, then so isV1 × . . . × Vn. The set of all complex hermitian positive
n× n-matrices,

Pn = {A ∈ C
n×n | A = A∗ and∀v ∈ C

n.v∗Av > 0}

is an abstract cone.

Definition (Linear function). A linear functionof abstract cones is a functionf : V → W
such thatf(v + w) = f(v) + f(w) andf(λv) = λf(v), for all v, w ∈ V andλ ∈ R+.

Remark.Every abstract coneV can be completed to a real vector spaceenv(V ), which we
call theenveloping spaceof V . The elements ofenv(V ) are pairs(v, w), wherev, w ∈ V ,
modulo the equivalence relation(v, w) ∼ (v′, w′) if v + w′ = v′ + w. Addition and
multiplication by non-negative scalars are defined pointwise, and we define−(v, w) =
(w, v). We say that an abstract cone isfinite dimensionalif its enveloping space is a finite
dimensional vector space.

Definition (Convexity). A subsetD of an abstract coneV is said to beconvexif for all
u, v ∈ D andλ ∈ [0, 1], λu + (1 − λ)v ∈ D. Theconvex closureof a setD is defined to
be the smallest convex set containingD.

2.2 The cone order

Definition (Cone order). Let V be an abstract cone. Thecone orderis defined byv ⊑ w
if there existsu ∈ V such thatv + u = w. Note that the cone order is a partial order. If
v ⊑ w, then we sometimes also writew− v for the unique elementu such thatv+u = w.

Remark.Note that every linear function of abstract conesf : V → W is alsomonotone,
i.e.,v ⊑ v′ impliesf(v) ⊑ f(v′). Also, addition and scalar multiplication are monotone
operations.

Example2.2. OnR+, the cone order is just the usual order6 of the reals. OnRn
+, it is the

pointwise order. OnPn, it is the so-calledLöwner partial order[7].
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Definition (Down-closure). Let D ⊆ V be a subset of an abstract cone. Itsdown-closure
↓D is the set{u ∈ V |∃v ∈ D.u ⊑ v}. We say thatD is down-closedif D = ↓D.
The concept ofup-closureis defined dually. Note that the down-closure of a convex set is
convex.

2.3 Normed cones

Definition (Norm). LetV be an abstract cone. AnormonV is a function‖−‖ : V → R+

satisfying the following conditions for allv, w ∈ V andλ ∈ R+:

‖v + w‖ 6 ‖v‖+ ‖w‖
‖λv‖ = λ‖v‖
‖v‖ = 0 ⇒ v = 0
v ⊑ w ⇒ ‖v‖ 6 ‖w‖

A normed coneV = 〈V, ‖−‖〉 is an abstract cone equipped with a norm.

Remark.The first three conditions of a norm are just the usual conditions for a norm on a
vector space, except of course that the scalar property is restricted to non-negative scalars.
The last condition ensures that the norm ismonotone.

Definition (Unit ideal). Theunit idealof a normed coneV is the set

DV = {v ∈ V | ‖v‖ 6 1}

It is akin to the unit ball in a normed vector space.

2.4 Complete normed cones

We recall the definition of a directed complete partial orderfrom domain theory [2].

Definition (Directed complete partial order (dcpo)). A partially ordered setA is called
directedif for all a, b ∈ A, there existsc ∈ A with a, b ⊑ c. A partially ordered set(D,⊑)
is called adirected complete partial order (dcpo)if every directed subsetA of D has a
least upper bound inD. The least upper bound of a directed subsetA is denoted by❇❇✂✂✍A,
and it is also called thedirected supremum, or sometimes thelimit, of A.

If I is a directed poset andD is a dcpo, then a monotone mapa : I → D is called
andirected net(or simplynet). As usual, we write a net as(ai)i∈I . The image of a net
is a directed subset ofD, and its directed supremum is written as❇❇✂✂✍i∈Iai. Note that an
increasing sequence is a particular kind of directed net.

Definition (Complete normed cone). A normed coneV is calledcompleteif its unit ideal
is a directed complete partial order.

Remark.A normed coneV is complete if and only if the following two conditions hold,
for all directed nets(ai)i∈I in V :

• if ❇❇✂✂✍iai exists, then‖❇❇✂✂✍iai‖ = ❇❇✂✂✍i‖ai‖, and
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• if {‖ai‖ | i ∈ I} is bounded, then❇❇✂✂✍iai exists.

The first of these condition states that the norm isScott-continuous, i.e., it preserves di-
rected suprema. The second condition is acompletenesscondition; it is akin to the require-
ment, in complete normed vector spaces, that every Cauchy sequence has a limit. However,
unlike in normed vector spaces, we require convergence withrespect to theorder, not with
respect to thenorm. The norm merely serves to rule out unbounded sequences.

2.5 Examples

We writex ⊔ y for the maximum of two numbersx, y ∈ R+. Note that this operation
is commutative and associative, has unit0, and is distributive with respect to addition:
(x ⊔ y) + z = (x+ z) ⊔ (y + z).

Example2.3. R+ is a complete normed cone with‖x‖ = x. The setRn
+ is a complete

normed cone with the1-norm

‖(x1, . . . , xn)‖1 := x1 + . . .+ xn.

The setRn
+ is also a complete normed cone with the∞-norm

‖(x1, . . . , xn)‖∞ := x1 ⊔ . . . ⊔ xn.

More generally, ifV1, . . . , Vn are complete normed cones, then each of the following
formulas makeV1 × . . .× Vn into a complete normed cone:

‖(v1, . . . , vn)‖1 := ‖v1‖V1
+ . . .+ ‖vn‖Vn

,
‖(v1, . . . , vn)‖∞ := ‖v1‖V1

⊔ . . . ⊔ ‖vn‖Vn
.

We write V1 ⊕ . . . ⊕ Vn for the normed cone〈V1 × . . . × Vn, ‖−‖1〉, and we write
V1 & . . .&Vn for the normed cone〈V1 × . . .× Vn, ‖−‖∞〉.

The setPn of complex hermitian positiven × n-matrices is a complete normed cone
with the1-norm(or trace norm)

‖A‖1 = ‖A‖tr = trA =
∑

i

aii.

It is also a complete normed cone with the∞-norm(or operator norm)

‖A‖∞ = sup{|Av| | v ∈ C
n, |v| 6 1},

where|v| =
√
v∗v denotes the usual norm of a complex vector. Note that‖A‖1 is the sum

of the eigenvalues ofA (counted according to multiplicity), and‖A‖∞ is the maximum of
the eigenvalues.

Example2.4. Consider the setV = {(x, y) | x = y = 0 or x, y > 0} ⊆ R2 with the
norm‖(x, y)‖ = x + y. Clearly,V is a normed cone. However, it is not complete: the
increasing sequencevi = (2 − 1/i, 2 − 1/i) has many upper bounds, none of which is
least. For example,(2, 2) and(2, 3) are two incomparable minimal upper bounds.
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Example2.5. Let ℓ1 be the set of sequences inR+ of bounded sum, together with the sum
norm‖(xi)i‖1 =

∑

i xi. Let ℓ∞ be the set of bounded sequences inR+, together with the
supremum norm‖(xi)i‖∞ = supi xi. Then bothℓ1 andℓ∞ are complete normed cones.
Least upper bounds are given pointwise.

Example2.6. Let P be any partially ordered set, and letRP
+ be the set of bounded mono-

tone mapsf : P → R+. Let RP
+ be equipped with the pointwise operations of addition

and scalar multiplication, and with the supremum norm‖f‖∞ = sup{f(i) | i ∈ P}. Then
RP

+ is a complete normed cone. Least upper bounds of directed nets are given pointwise.
However, note that the cone order⊑ onRP

+ does not in general coincide with the point-
wise order, because forf ⊑ g, we must have thatg − f is not only non-negative, but also
monotone.

2.6 Continuous normed cones

We recall some additional concepts from domain theory [2].

Definition (Continuous dcpo). If w, v are elements of a dcpoD, we say thatw is way
belowv, or in symbols,w << v, if for any directed setA with v ⊑ ❇❇✂✂✍A, there exists some
a ∈ A such thatw ⊑ a. We write↓↓v = {w | w << v} and↑↑v = {w | v << w}. A dcpo
D is calledcontinuousif for everyv ∈ D, the set↓↓v is directed andv = ❇❇✂✂✍↓↓v.

Definition (Continuous normed cone). A continuous normed coneis a complete normed
cone whose unit ideal is a continuous dcpo.

Remark. If V is a complete normed cone, thenV is continuous iff for everyv ∈ V , the
set↓↓v is directed andv = ❇❇✂✂✍↓↓v in V . In particular, continuity, as a property of complete
normed cones, is independent of the norm; it only depends on the order.

2.7 Examples

Example2.7. The complete conesR+, Rn
+, Pn, ℓ∞, andℓ1 from Examples 2.3 and 2.5

are all continuous. InR+, we havex << y iff x = 0 or x < y. In Rn
+, we have

(x1, . . . , xn) << (y1, . . . , yn) iff for all i, xi = 0 or xi < yi. In Pn, we haveA << B iff
for all v ∈ C

n, v∗Av = 0 or v∗Av < v∗Bv. In ℓ∞ andℓ1, we have~x << ~y iff ~x is finitely
supported and for alli, xi = 0 orxi < yi. Moreover, ifV1, . . . , Vn are continuous normed
cones, then so areV1 ⊕ . . . ⊕ Vn andV1 & . . .&Vn, and the way-below relation is given
pointwise in this case.

Example2.8. Let I = [0, 1] be the unit interval with the natural order. Consider the
complete coneRI

+ of monotone functionsf : I → R+ (see Example 2.6). We claim that
RI

+ is not a continuous cone. Indeed, consider the mapg(x) = x, and suppose thatf << g.
We will show thatf = 0. We first show that for anyx ∈ I, there exists a neighborhood of
x on whichf is constant. Fixx ∈ I. For anyǫ > 0, definegǫ by

gǫ(y) =







y if y 6 x− ǫ
x− ǫ if x− ǫ < y 6 x+ ǫ
y − 2ǫ if x+ ǫ < y.
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Then the net(gǫ)ǫ>0 converges tog. Hencef ⊑ gǫ for someǫ > 0. Sincegǫ is constant
on a neighborhood ofx, and bothf andgǫ − f are monotone, it follows thatf is also
constant on a neighborhood ofx. As x was arbitrary, andI is connected, it follows thatf
is a constant function, hence necessarilyf = 0. As there is only one element way below
g, it follows thatRI

+ is not a continuous cone.

Open Problem. Characterize the partially ordered setsP for whichRP
+ is a continuous

normed cone.

2.8 Order convergence and norm convergence

We have already remarked that, in the theory of normed cones,we normally consider
convergence with respect to the order, and not with respect to the norm. However, it is
sometimes useful to know more about the relationship between the two concepts.

Remark.Order-convergence does not in general imply norm-convergence; for instance, in
ℓ∞, the increasing sequencevj = (1, 1, . . . , 1, 0, 0, . . .) has least upper bound(1, 1, . . .),
but it does not converge in norm.

On the other hand, norm-convergence of increasing sequences implies order-conver-
gence, as shown in the following lemma:

Lemma 2.9. Let V be a complete normed cone,(vi)i an increasing sequence (or a di-
rected net), and letv be an upper bound such that‖v − vi‖ → 0. Thenv = ❇❇✂✂✍ivi.

Proof. By completeness, a least upper bound exists, so letw = ❇❇✂✂✍ivi. Sincev is an upper
bound, we havew ⊑ v. Now for all i, we havevi ⊑ w, hencev − w ⊑ v − vi, hence
‖v − w‖ 6 ‖v − vi‖. As the latter quantity converges to0, we must have‖v − w‖ = 0,
hencev = w. ✷

2.9 Bounded and non-expanding functions

Definition (Bounded and non-expanding linear function). Let V andW be complete
normed cones. A linear function of conesf : V → W is boundedif there exists a
constantc ∈ R+ such that for allv ∈ V , ‖f(v)‖ 6 c‖v‖. It is non-expandingif for all
v ∈ V , ‖f(v)‖ 6 ‖v‖.

Perhaps surprisingly, the definition of boundedness is redundant, as the following
lemma shows:

Lemma 2.10. Any monotone function satisfyingf(λv) = λf(v) (and therefore any linear
function) between complete normed cones is bounded.

Proof. Supposef : V → W is monotone but unbounded. For eachi, choose an element
vi ∈ V such that‖vi‖ = 1 but ‖f(vi)‖ > i · 2i. Now consider the sequence whoseith
element is

ui = v0 +
1

2
v1 +

1

4
v2 + . . .+

1

2i
vi.

Then(ui)i is an increasing sequence inV , with ‖ui‖ 6 2 for all i. By completeness,
this sequence has a least upper boundu = ❇❇✂✂✍iui with ‖u‖ 6 2. On the other hand, by
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construction, we have‖f(ui)‖ > ‖f(vi)‖/2i > i. Now for all i, we haveui ⊑ u, thus
f(ui) ⊑ f(u), thusi 6 ‖f(ui)‖ 6 ‖f(u)‖. This contradicts the fact thatf(u) has finite
norm. ✷

2.10 Continuous linear functions

Definition (Continous linear function). LetV andW be complete normed cones. A func-
tion of conesf : V → W is calledScott-continuous(or simplycontinuous) if it preserves
directed suprema, i.e., iff(❇❇✂✂✍iai) = ❇❇✂✂✍if(ai) for all bounded directed nets(ai)i.

Example2.11. Considerℓ∞ as in Example 2.5, and letU be an ultrafilter onN. For
any sequencēx = (xi)i ∈ ℓ∞, definelimU x̄ to be the supremum of alla ∈ R+ such
that {i | xi > a} ∈ U . Then the functionf(x̄) = limU x̄ is linear (and thus bounded
by Lemma 2.10), but not continuous: it maps each member of theincreasing sequence
vj = (1, 1, . . . , 1, 0, 0, . . .) to 0, but maps its least upper bound to1.

Lemma 2.12. In a complete normed cone, addition and scalar multiplication are contin-
uous.

Proof. Note that for any fixeda, the functionf(v) = a+ v is an order isomorphism from
V to {u ∈ V | a ⊑ u}; hence, it preserves least upper bounds of non-empty sets. Since
Scott continuity is pointwise, addition as a function of twoarguments is also continuous.
Similarly, for any non-zero scalarλ, the functiong(v) = λv is an order isomorphism
from V to itself, thus preserving least upper bounds. In caseλ = 0, there is nothing to
show. Thus,λv is continuous as a function ofv. Finally, the fact thatλv is continuous
as a function ofλ follows from Lemma 2.9, becauseλ = ❇❇✂✂✍iλi implies ‖λv − λiv‖ =
|λ− λi|‖v‖ → 0. ✷

2.11 A separation theorem

Definition (Generating set). Let V be an abstract cone, and letB ⊆ V be a down-closed,
convex subset. We say thatB generatesV if for all v ∈ V , there exists someλ > 0 such
thatλv ∈ B.

Recall that a subsetU of a dcpoD is calledScott-open, or simplyopen, if it is up-
closed and for any directed setA with ❇❇✂✂✍A ∈ U , there exists somea ∈ A ∩ U . A set is
Scott-closedor closedif its complement is open.

Theorem 2.13(Separation). Let V be a continuous normed cone, and letB andU be
convex sets such thatB is down-closed,U is up-closed and open, andB∩U = ∅. Further,
assume thatB generatesV . Then there exists a continuous linear functionf : V → R+

such thatf(v) 6 1 for all v ∈ B andf(u) > 1 for all u ∈ U . ✷

2.12 A Hahn-Banach style theorem

An important application of the separation theorem is the following Hahn-Banach style
theorem for continuous normed cones:
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Theorem 2.14. LetV be a continuous normed cone, and leta ∈ V with ‖a‖ > 1. Then
there exists a continuous linear functionf : V → R+ with f(v) 6 ‖v‖, for all v ∈ V ,
such thatf(a) > 1.

Proof. Since the norm is continuous, we can find somea′ << a such that‖a′‖ > 1. Now
apply the separation theorem to the setsB = {v ∈ V | ‖v‖ 6 1} andU = ↑↑a′. ✷

Remark.One might ask whether the functionf in Theorem 2.14 can be chosen so that
f(a) = ‖a‖. Contrary to basic intuitions, this is not in general possible, unless one gives
up the continuity off . Consider the following counterexample. LetV = ℓ∞, the set of
bounded sequences inR+ with the supremum norm (see Examples 2.5 and 2.7). Note
that every sequence(xi)i ∈ V is a directed supremum of finitely supported sequences;
therefore, every continuous linear function is uniquely determined by its action on the
standard basis vectorsej = (δij)i ∈ V . Now let a = (ai)i whereai = 2 − 1

i+1
.

Then‖a‖ = supi ai = 2. However, we claim that there exists no continuous function
f : V → R+ with f(v) 6 ‖v‖, for all v ∈ V , such thatf(a) = 2. For assume that there
was such a functionf . For everyi, let vi = a+ 1

i+1
ei ∈ V . Thenf(vi) > f(a) = 2, but

alsof(vi) 6 ‖(‖vi) = 2, hencef(vi) = f(a) + 1

i+1
f(ei) = 2. But alsof(a) = 2, which

implies thatf(ei) = 0 for all i. Sincef is uniquely determined by all thef(ei), it follows
thatf = 0, a contradiction.

3 Completely positive maps and superoperators

Categories of completely positive maps and superoperatorsoccur naturally in the seman-
tics of quantum programming languages, see [8]. In this section, we briefly recall the
definition of these concepts. The category of superoperators is symmetric monoidal, but
it lacks closed structure. Thus, it forms a useful semanticsof first-order, but not higher-
order quantum programming languages. In Sections 4 and 5, wewill discuss two different
∗-autonomous categories derived from the category of superoperators.

3.1 Signatures, linear maps, and the category V

Definition (Signature, matrix tuple). A signatureis a finite sequenceσ = n1, . . . , ns of
positive natural numbers, wheres > 0. If n is a positive natural number, letVn = Cn×n be
the set of complexn × n-matrices, regarded as a complex vector space. More generally,
if σ = n1, . . . , ns is a signature, letVσ = Vn1

× . . . × Vns
be the set ofmatrix tuples

〈A1, . . . , As〉, whereAi ∈ Cni×ni .

Definition (The categoryV). The categoryV has signatures as objects, and a morphism
from σ to τ is a complex linear functionf : Vσ → Vτ .

Note that the categoryV is equivalent to the category of finite dimensional complex
vector spaces; we have defined the objects in a special way because we will equip them
with additional structure later.

Let σ ⊕ σ′ denote concatenation of signatures. Thenσ ⊕ σ′ is a biproduct in the
categoryV, with the obvious projection and injection maps. The neutral object for this
biproduct is the empty signature, which we denote as0.
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The tensor product of two signaturesσ = n1, . . . , ns andτ = m1, . . . ,mt is defined
as

σ ⊗ τ = n1m1, . . . , n1mt, . . . , nsm1, . . . , nsmt.

Note that there is a canonical isomorphismVσ⊗τ
∼= Vσ ⊗ Vτ , whereVσ ⊗ Vτ denotes the

usual tensor product of vector spaces. With this identification, the operation⊗ is seen to
give rise to a symmetric monoidal structure onV. The unit for this tensor product is the
signatureI = 1.

Moreover, there is a canonical natural isomorphism† : V(σ ⊗ τ, ρ) ∼= V(σ, τ ⊗ ρ)
[8]. Therefore, the categoryV, just like the category of finite dimensional vector spaces,
is compact closed withσ −◦ τ = σ ⊗ τ and⊥ = I = 1. As a matter of fact, the category
V is even strongly compact closed in the sense of Abramsky and Coecke [1].

3.2 Completely positive maps and the category CPM

For a positive natural numbern, let Pn ⊆ Vn be the set of hermitian positiven × n-
matrices as in Example 2.1. More generally, for any signatureσ = n1, . . . , ns, let Pσ =
Pn1

× . . .× Pns
⊆ Vσ be the set of hermitian positive matrix tuples.

Definition (Completely positive map). Letσ, σ′ be signatures. A linear functionf : Vσ →
Vσ′ is positiveif for all A ∈ Pσ, one hasf(A) ∈ Pσ′ . Further, we say thatf is completely
positiveif idτ ⊗ F : Vτ⊗σ → Vτ⊗σ′ is positive for all signaturesτ .

Example3.1. The linear functionf : V2 → V2 defined byf

(

a b
c d

)

=

(

a c
b d

)

is

positive, but not completely positive. To see this, note that f maps hermitian positive
matrices to hermitian positive matrices, but id2 ⊗ f does not; for instance,

id2 ⊗ f







1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1






=







1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1






.

On the other hand, the functiong

(

a b
c d

)

=

(

a 0
0 d

)

is completely positive.

Definition (The categoryCPM). The categoryCPM of completely positive maps has the
same objects asV, and has the completely positive maps as morphisms.

Lemma 3.2. CPM is a subcategory ofV, and it inherits the biproducts and (strongly)
compact closed structure fromV. ✷

Remark.The categoryCPM was calledW in [8].

3.3 Superoperators and the category Q

Let σ = n1, . . . , ns be a signature, and letA = 〈A1, . . . , As〉 ∈ Vσ be a tuple of matrices.
We define thetraceof A to the sum of the traces ofA1, . . . , As:

trA =
∑

i

trAi.
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Definition (Superoperator). Let σ, σ′ be signatures. A linear functionf : Vσ → Vσ′ is
called asuperoperatorif f is completely positive and for allA ∈ Pσ, trf(A) 6 trA.

Definition (The categoryQ). The categoryQ of superoperators has the same objects asV
andCPM, and has the superoperators as morphisms.

Lemma 3.3. Q is a subcategory ofCPM. It inherits coproducts and the symmetric
monoidal structure fromCPM, but it fails to have products and it is not monoidal closed.

✷

The reason the categoryQ fails to inherit the products fromCPM is that the diagonal
mapf : σ → σ ⊕ σ with f(A) = (A,A) is trace increasing, and thus not a superoperator.
The fact thatQ is not monoidal closed follows from the characterization ofsuperoperators
in [8, Thm. 6.7]; it is easily seen that the hom-setQ(σ, τ) is not in one-to-one correspon-
dence withQ(I , ρ) for anyρ.

However, the categoryQ also has some additional structure which is not present in
CPM: it is dcpo-enriched, and consequently, it possesses a traced monoidal structure
for the coproducts⊕ (see [6, Ch. 7]). This structure can be used to interpret loops and
recursion in first-order functional quantum programming languages; for details, see [8,
Thm. 6.7].

4 Normed matrix spaces

Our goal is to find amonoidal closedcategory which contains the categoryQ, preferably
as a full subcategory. In this section, we will describe one approach to defining such a
category, which we callQ′. The idea is very simple: in the definition of a superoperator,
replace the “trace” on each object by an arbitrary norm.

4.1 The category Q′

Definition (Normed matrix space). A normed matrix spaceis a pairV = 〈σ, ‖−‖V 〉,
whereσ is a signature and‖−‖σ is a norm on the conePσ. We sometimes also call
a normed matrix space aconcrete cone, and we often identify it with the “underlying”
normed cone〈Pσ, ‖−‖V 〉. We also often writePV for Pσ, and similarlyDV for the unit
ideal.

Definition (The categoryQ′). The categoryQ′ has as its objects normed matrix spaces
V = 〈σ, ‖−‖V 〉. A morphism fromV = 〈σ, ‖−‖V 〉 to W = 〈τ, ‖−‖W 〉 is a completely
positive mapf : Vσ → Vτ which is norm-non-increasing, i.e., which satisfies‖f(A)‖W 6

‖A‖V for all A ∈ Pσ.

Remark.SincePσ is a finite dimensional cone (i.e., embeddable in a finite dimensional
vector space) and satisfies certain other regularity conditions, one can show thatany norm
‖−‖ in the sense of Section 2.3 is automatically Scott-continuous and makesPσ into a
continuous normed cone. Similarly, any linear map of conesf : Pσ → Pτ is automatically
continuous. Thus, the results of Section 2, and in particular the Hahn-Banach theorem,
apply in this setting, even though continuity need not be stated explicitly as an axiom.
These observations tend to simplify proofs in the finite dimensional case.
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4.2 Properties of the category Q′

The categoryQ′ containsQ as a full subcategory. Indeed, to each objectσ of Q, we can
associate an object〈σ, ‖−‖tr〉 of Q′, where‖A‖tr = trA is thetrace norm. It is then clear
that the morphisms between these objects are precisely those ofQ.

The categoryQ′ also inherits products, coproducts, and a symmetric monoidal closed
structure from the categoryCPM, as we will now show. The structure is preserved by the
forgetful functorQ′ → CPM.

4.2.1 Coproducts and products.

Given two normed matrix spacesV = 〈σ, ‖−‖V 〉 andW = 〈τ, ‖−‖W 〉, we define

V ⊕W = 〈σ ⊕ τ, ‖−‖V⊕W 〉,
V &W = 〈σ ⊕ τ, ‖−‖V &W 〉,

where‖(A,B)‖V⊕W = ‖A‖V + ‖B‖W and‖(A,B)‖V &W = ‖A‖V ⊔ ‖B‖W as in
Example 2.3. Recall that “⊔” denotes the binary “maximum” operation on real numbers.
It is easy to verify that with these norms,V ⊕W is a coproduct andV &W is a product
in the categoryQ′. Further, the object0, with the empty signature and the unique norm,
serves as the neutral object for the coproducts and products.

Remark.Just like the categoryQ, the categoryQ′ is also dcpo-enriched, and hence the
coproduct operation⊕ possesses a traced structure.

4.2.2 Symmetric monoidal structure.

Given normed matrix spacesV = 〈σ, ‖−‖V 〉 andW = 〈τ, ‖−‖W 〉, we would like to
define their tensor product

V ⊗W = 〈σ ⊗ τ, ‖−‖V⊗W 〉.

The question is how to define the norm‖−‖V⊗W . By analogy with normed vector spaces,
it would seem that the following definition is an obvious candidate, forC ∈ PV⊗W :

‖C‖V⊗W = inf{
∑

i

‖Ai‖V ‖Bi‖W | C =
∑

i

Ai ⊗Bi, whereAi ∈ PV , Bi ∈ PW }.

(1)
However, there is a problem with this definition: the set overwhich the infimum is taken
may in general be empty. In other words, not every element ofPV⊗W can be written of the
form

∑

iAi ⊗ Bi, whereAi ∈ PV andBi ∈ PW . This is best illustrated in an example,
whereσ = τ = 2.

Example4.1. The matrix

C =







1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1






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cannot be written in the form
∑

i Ai ⊗Bi, for positive2× 2-matricesAi, Bi. To see why
this is not possible, suppose it could be written in this way.Then the blockwise transpose

∑

i

Ai ⊗BT
i =







1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1







would also have to be positive, which it is not. ✷

Remark.The phenomenon described in the previous example is well-known in physics.
A density matrixC ∈ PV⊗W of a bipartite quantum system can be written in the form
∑

iAi⊗Bi if and only if it is entanglement free, which means that there are onlyclassical
probabilisticcorrelations between the two parts. Such a state can be prepared using only
classical communication.

In order to arrive at a useful definition of the tensor norm, equation (1) must be mod-
ified in some suitable way. One natural modification, which leads to a∗-autonomous
structure, is to replace “=” by “⊑” in the right-hand-side of the equation. We obtain the
following:

Definition (Tensor product, tensor norm). Given normed matrix spacesV = 〈σ, ‖−‖V 〉
andW = 〈τ, ‖−‖W 〉, their tensor product is defined asV ⊗ W = 〈σ ⊗ τ, ‖−‖V⊗W 〉,
where for allC ∈ Pσ⊗τ ,

‖C‖V⊗W = inf{
∑

i

‖Ai‖V ‖Bi‖W | C ⊑
∑

i

Ai ⊗Bi, whereAi ∈ PV , Bi ∈ PW }.

(2)

The definition of the tensor norm in terms of equation (2) is often impractical to work
with. The following is a more practical characterization ofthe tensor norm in terms of its
unit ideal.

Lemma 4.2. The unit idealDV⊗W of V ⊗W is the smallest Scott-closed, down-closed,
convex set containingDV ⊗DW = {A⊗B | A ∈ DV , B ∈ DW }. ✷

With this characterization, it is easy to prove that⊗ defines a symmetric monoidal
structure on the categoryQ′.

4.2.3 Monoidal closed structure

Recall from Section 3.2 that the categoryCPM is compact closed withσ−◦τ = σ⊗τ . We
can lift this to a monoidal closed structure onQ′. In the following definition, we identify
a completely positive mapf : Vσ → Vτ with an element ofVσ⊗τ in the standard way, see
[8, Sec. 6.7].

Definition (Monoidal closure). Given normed matrix spacesV = 〈σ, ‖−‖V 〉 andW =
〈τ, ‖−‖W 〉, their function space is defined asV −◦ W = 〈σ ⊗ τ, ‖−‖V−◦W 〉, where for
all f ∈ Pσ⊗τ ,

‖f‖V−◦W = sup{‖f(A)‖W | ‖A‖V 6 1}. (3)
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This is the usual definition of an operator norm; note that boundedness (Lemma 2.10)
guarantees that the supremum in equation (3) always exists.The properties of a norm are
easily verified, so thatV −◦ W is a well-defined space. To prove that this indeed yields
the correct monoidal closed structure corresponding to thetensor product⊗, it suffices to
prove the following, which is a consequence of Lemma 4.2:

Lemma 4.3. For normed matrix spacesV , W , andU , a completely positive mapf :
V ⊗ W → U is norm-non-increasing if and only if its adjointf † : V → W −◦ U is
norm-non-increasing. ✷

4.2.4 The∗-autonomous structure

A ∗-autonomous category is a symmetric monoidal closed category with an object⊥, such
that the canonical natural morphismV → (V −◦ ⊥)−◦ ⊥ is an isomorphism [3, 4]. The
object⊥ is called adualizing object. It is common to writeV ⊥ = V −◦⊥.

Lemma 4.4. In the categoryQ′, the object⊥ := I is a dualizing object.

Proof. LetV = 〈σ, ‖−‖V 〉 be a normed matrix space. We already know that the canonical
morphismδ : V → (V −◦⊥)−◦⊥ is an isomorphism in the category of completely positive
maps. It remains to be shown that its inverse is norm-non-increasing, or equivalently, that
δ is norm-non-decreasing. So letA ∈ Pσ with ‖A‖V > 1. It suffices to show that
‖δ(A)‖ > 1. By the Hahn-Banach theorem (Theorem 2.14) there exists a linear function
f : V → R+ with f(B) 6 ‖B‖V for all B, and such thatf(A) > 1. Thenf ∈ V −◦ ⊥
and‖f‖V−◦⊥ 6 1, hence‖δ(A)‖ > ‖δ(A)(f)‖⊥ = ‖f(A)‖⊥ = f(A) > 1. ✷

Thus, we have:

Proposition 4.5. The categoryQ′ of normed matrix spaces is∗-autonomous with finite
products and coproducts and a zero object.

4.3 Why Q′ is not a model of higher-order quantum computation

The construction of the categoryQ′ was motivated by the search for a semantics of higher-
order quantum computation, extending the semantics of first-order quantum computation
given in [8]. It almost seems like this goal has been accomplished: we have obtained a
categoryQ′ which is∗-autonomous and which also contains the categoryQ of first-order
quantum computations as a full subcategory. However, thereis a fatal problem: The full
embedding ofQ in Q′ does not preserve the tensor product. We illustrate the problem in
an example:

Example4.6. Consider the normed matrix spaceV = W = 〈2, ‖−‖tr〉 of 2 × 2-matrices
with the trace norm. This space lies within the image of the embedding ofQ in Q′.
Consider the spaceV ⊗W with the norm‖−‖V⊗W , as defined by equation (2). We claim
that the norm onV ⊗ W is not the trace norm, and thusV ⊗ W does not lie within the
image ofQ in Q′. Let

C =







1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1






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as in Example 4.1. We claim that‖C‖V⊗W = 4. Indeed, it is easy to see that

C ⊑
(

2 0
0 0

)

⊗
(

1 0
0 0

)

+

(

0 0
0 2

)

⊗
(

0 0
0 1

)

,

hence‖C‖V⊗W 6 4 by definition. To see that‖C‖V⊗W > 4, consider the dual space
V ⊥; for a2 × 2-matrixB, ‖B‖V ⊥ is the maximal eigenvalue ofB. Since this is bounded
by the trace ofB, the “identity” functionf : V → V ⊥ is norm-non-increasing. Therefore,
by Lemma 4.3, its adjointg : V ⊗ V → ⊥ is also norm-non-increasing; it maps a4 ⊗ 4-
matrix(aij) to a00 + a03 + a30 + a33. It follows that‖C‖V⊗W > ‖g(C)‖⊥ = g(C) = 4,
as claimed. On the other hand, the trace norm ofC would be2, and therefore‖C‖tr ⊗ tr

and‖C‖tr do not coincide.

5 Quantum coherent spaces

Girard introduced quantum coherent spaces as a new model of linear logic, inspired by
quantum theory [5]. Quantum coherent spaces are closely related to spaces of density
matrices, and they also form a∗-autonomous category. Thus, one might ask whether they
are suitable as a model for higher-order quantum computation. We will briefly sketch
the definition of a version of quantum coherent spaces, adapted to the terminology of the
present paper. We will also point out why they do not form a model for higher-order
quantum computation.

The definitions given here differ from those of [5] in severaldetails. For instance,
we view quantum coherent spaces as certain normed cones, whereas Girard axiomatizes
them directly in terms of their unit ideals. Also, we work with strict cones, whereas Girard
allows non-strict cones, where the cone order is only a preorder and its induced equivalence
relation must be factored out. Finally, we work with spaces of matrix tuples, whereas
Girard works with spaces of matrices only (expressing matrix tuples, in effect, as block
diagonal matrices). A formal proof of the equivalence of ourdefinitions with Girard’s is
not within the scope of this paper, and will be given elsewhere.

5.1 Tensor product, revisited

To motivate the definition of quantum coherent spaces, reconsider the problem from Sec-
tion 4.3: if V,W are spaces inQ, then the norm onV ⊗ W in the categoriesQ andQ′

does not coincide. Just like the problem with equation (1), this problem can be attributed
to the presence of elements inV ⊗W which are not of the form

∑

i Ai ⊗Bi; indeed, it is
easy to check that for elements of the latter form, the two norms do indeed coincide.

It therefore seems natural to change the definition of the tensor product by simply
removing the troublesome elements. This is precisely what quantum coherent spaces
achieve. Informally, the tensor product ofPσ andPτ is not taken to bePσ⊗τ , but only a
certainsubsetR ⊆ Pσ⊗τ , namely, the subset consisting precisely of the elements ofthe
form

∑

iAi ⊗Bi. The setsR propagate to higher types. Thus, a quantum coherent space
is a triple〈σ,R, ‖−‖〉 of a signature, a coneR ⊆ Vσ, and a norm which makesR into a
continuous normed cone. The formal definition follows in thenext subsection.
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One important feature of the category of quantum coherent spaces is that, unlike the
categoryQ′ of the previous section, it is not based on completely positive maps, but on
all positivemaps. Informally speaking, this is because one has “reduced” the size of the
tensor product, and thus one has to “increase” the size of thefunction spaces to keep the
symmetric monoidal closed structure.

5.2 The category QCS

Definition (Quantum coherent space (adapted from [5])). A quantum coherent spaceis a
triple V = 〈σ,RV , ‖−‖V 〉, whereσ is a signature,RV ⊆ Vσ is a cone, and‖−‖V is a
norm makingRV into a continuous normed cone.

Definition (The categoryQCS). The categoryQCS has quantum coherent spaces as ob-
jects. A morphism fromV = 〈σ,RV , ‖−‖V 〉 to W = 〈τ, RW , ‖−‖W 〉 is any linear,
norm-non-increasing map of conesf : RV → RW .

The category of quantum coherent spaces possesses a∗-autonomous structure with
finite coproducts and products, given as follows: ForV = 〈σ,RV , ‖−‖V 〉 andW =
〈τ, RW , ‖−‖W 〉,

V ⊕W = 〈σ ⊕ τ, RV ×RW , ‖−‖V⊕W 〉,
V &W = 〈σ ⊕ τ, RV ×RW , ‖−‖V &W 〉,
V ⊗W = 〈σ ⊗ τ, RV ⊗RW , ‖−‖V⊗W 〉,
V −◦W = 〈σ ⊗ τ, RV −◦RW , ‖−‖V−◦W 〉.

Here,‖−‖V⊕W and‖−‖V &W are defined as in Section 4.2.1. The tensor cone is defined
asRv ⊗ RW = {∑i∈I Ai ⊗ Bi | Ai ∈ RV , Bi ∈ RW }, whereI ranges over possibly
infinite index sets such that the given sum converges. The tensor norm‖−‖V⊗W is defined
as in equation (2), except of course that we useRV andRW in place ofPV andPW . The
function space coneRV −◦ RW is the set of all continuous linear functions fromRV to
RW , and‖−‖V−◦W is the operator norm. The dualizing object is againI = R+.

Remark.Note that a morphism between quantum coherent spaces is precisely a morphism
between normed cones〈RV , ‖−‖V 〉 and〈RW , ‖−‖W 〉; thus, the forgetful functor from
QCS to the category of normed cones is full and faithful. On the other hand, every finite
dimensional cone can be embedded in someVσ ; thus, the category of quantum coherent
spaces is equivalent to a suitable category of finite dimensional continuous normed cones.

5.3 Why QCS is not a model of higher-order quantum computation

Like the categoryQ′, the categoryQCSof quantum coherent spaces is∗-autonomous, and
therefore it has the required structure for modeling higher-order linear functions. There is
also a canonical embedding ofQ insideQCS, mapping each signatureσ to 〈σ,Pσ, ‖−‖tr〉.
However, this embedding is not full, because of the presenceof positive, non-completely
positive maps inQCS. Since it was shown in [8] that the categoryQ captures precisely
the feasible quantum functions at first-order types, it therefore follows thatQCS contains
some ground type morphisms, such as the morphismf from Example 3.1, which do not
correspond to physically computable functions. On the other hand, there are physically
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feasible density matrices, such as the matrixC from Example 4.1, which do not have a
valid denotation in the categoryQCSdue to the restricted nature of its tensor cone.
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