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We give a categorical semantics to the call-by-name and call-by-value versions of Parigot’s
Ap-calculus with disjunction types. We introduce the class of control categories, which combine a
cartesian-closed structure with a premonoidal structure in the sense of Power and Robinson. We
prove, via a categorical structure theorem, that the categorical semantics is equivalent to a CPS
semantics in the style of Hofmann and Streicher. We show that the call-by-kharoalculus forms

an internal language for control categories, and that the call-by-valegalculus forms an internal
language for the dual co-control categories. As a corollary, we obtain a syntactic duality result: there
exist syntactic translations between call-by-name and call-by-value which are mutually inverse and
which preserve the operational semantics. This answers a question of Streicher and Reus.

1. Introduction

The discussion about the relative advantages and disadvantages of the two parameter passing
techniques, call-by-name and call-by-value, is almost as old as the theory of programming lan-
guages itself. While many modern functional programming languages use the call-by-value
paradigm, which is easy to implement and semantically intuitive, Felleisen and Hieb write in
their “Revised report on the syntactic theories of sequential control and state” that there is “no
theoreticalreason for choosing one over the other, even in the presence of control operators and
assignments” (Felleisen and Hieb 1992).

In this paper, we study the relationship between the call-by-name and call-by-value paradigms
for Parigot's\u-calculus. The\u-calculus is an extension of the simply-typed lambda calculus
with certain sequential control operators. We show that, in the presence of product and disjunc-
tion types, the call-by-name and call-by-valdg-calculi areisomorphicto each other, in the
sense that there exist syntactic translations between them that preserve the operational semantics
and that are mutually inverse up to isomorphism of types. These translations take the form of a
duality: they turn argument-driven computation into demand-driven computation by exchanging
input and output throughout, turning terms “inside out”. The presence of disjunction types makes
this possible: we canregard atefih: A; A...ANA,, — B V...V B, as afunction im argu-
ments withm possible result types. Under the duality between call-by-value and call-by-name,
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M is mapped to a function im arguments with possible result types. The existence of such a
duality in the context of the u-calculus was conjectured by Streicher and Reus (1998).

An interesting aspect of this duality is that it exchanges functional and imperative features.
For instance, a purely functional call-by-value term is mapped to a call-by-name term that relies
almost exclusively on control operators, and vice versa. This observation suggests that, from
a practical point of view, certain algorithms are more naturally formulated in a call-by-value
paradigm, and others in call-by-name. It is interesting to compare this with Filinski’s work, in
which he obtains a duality result by working with a larger and more symmetric syntax, in which
the dual of a term is essentially its mirror image (Filinski 1989).

The main contribution of this paper, and the basis for the above-mentioned duality result, is
a sound and complete categorical semantics for both the call-by-name and call-byxnalue
calculus. We introduce the class @fntrol categoriesin which the call-by-name\ p-calculus
can be interpreted in much the same way as the simply-typed lambda calculus is interpreted in a
cartesian-closed category. We prove a categorical structure theorem that shows that every control
category is equivalent to a “category of continuations”, in the sense of Hofmann and Streicher
(1997). This structure theorem implies the soundness and completeness of the categorical inter-
pretation of the\u-calculus with respect to a natural CPS semantics. But more is true: we show
that the call-by-namey-calculus forms ainternal languagedor the class of control categories.

We then repeat this process for the call-by-value calculus. We show that the call-by-value
Au-calculus forms an internal language for the classatontrol categorieswhich are simply
the categorical duals of control categories. The syntactic duality result is then a corollary of the
syntax-free categorical duality.

It should be stressed that the results of this paper are not particular dptbalculus. They
apply equally well to other, more traditional languages with continuation-like control constructs,
such ascalicc in ML or Scheme, or Felleisen®§ operator (Felleisen 1986). Operationally, all
these calculi are equivalent; for instance, the equivalence betweaptbalculus and a call-by-
name version of FelleisenSwas shown by De Groote (1994b). One of the reasons that we have
chosen the\p-calculus as the basis for the semantics in this paper is because it is technically
convenient to work with two separate name spaces, and thus with two-sided sequents, rather than
with explicit negation types. This two-sidedness also facilitates our statement of duality.

Related Work

This work draws on several recent developments in the categorical semantics of control operators.
The starting point of our work is Hofmann and Streicher’s categorical semantics of the call-by-
name\p-calculus in terms of categorical continuation models (Hofmann and Streicher 1997).
Our control categories are an abstraction of these models. Unlike categories of continuations,
control categories are defined as categories with algebraic structure, and they allow a covariant
interpretation of the\u-calculus without any explicit reference to continuations. The crucial
ingredient in defining the structure of a control category is the realization that disjunction is not
bifunctorial, but that it forms a premonoidal structure in the sense of Power and Robinson (1997).
Our structure theorem relates this abstract approach to Hofmann and Streicher's more concrete
semantics by showing that any control category is equivalent to a category of continuations.

In the call-by-value case, our model is almost identical to Thielecke’s interpretatiog it a
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category (Thielecke 1997). Indeed, a co-control categoryis-a&ategory with additional struc-
ture. Thielecke’s semantics does not include disjunction types, maybe because they are not cen-
tral to the computational phenomena and real-life programming languages that he is interested
in modeling. However, for this present work, the disjunction types are crucial, because they are
indispensable for the statement of duality. In particular, our call-by-name semantics is strictly
different from that of Thielecke, and cannot be expressed purely in ternys-edategories.
Also, the presence of disjunction types reveals the nature of Thielecke’s “self-adjointness” prop-
erty, which becomes a special instance of a co-cartesian-closed structure. A structure theorem
similar to ours was shown independently biynfmann (1998) for the case @f—-categories.
Also, in a more recent developmentjii¥mann has given a more general account of the relation-
ship between direct and monadic models, which generalizes some aspects of the present work to
arbitrary computational effects in place of continuationghiffnann 1999).

A different class of models for the call-by-namg-calculus, based on fibrations, was defined
by Ong and Ritter and later generalized to the disjunctive case by Pym and Ritter (Ong 1996;
Pym and Ritter 1998). The focus of these models is different from ours, as they stress the fibered
nature of the\u-calculus with respect to control contexts, and thus they are, in a sense, higher-
order. However, these models are rich in algebraic structure, and indeeg,-ttadculus forms
an internal language for them, in the suitable fibered sense. One may go back and forth between
Ong/Ritter models and control categories by identifying the ohjeett the fiberA with the
objectA % A in a control category. This appears to be an instance of a more general construction
of obtaining a fibration from a premonoidal structure, see also (Power and Robinson 1997).

Sometimes the question is raised what, if anything, is the computational significance of the
disjunction types in the u-calculus. The question arises because these types are originally moti-
vated mainly by logical and categorical concerns, and not by computational considerations. But
it turns out that the disjunction types do indeed have a computational interpretation, in terms of
certain manipulations with stacks. This is best seen in an abstract machine model. From the CPS
semantics of this paper, one can derive a Krivine-style abstract machine, as was done for the
fragment without disjunction in (Streicher and Reus 1998). The abstract machine model for the
disjunctive call-by-name\u-calculus, and an implementation, is described in detail in a sepa-
rate paper (Selinger 1998). For the purposes of this present paper, we emphasize the logical and
categorical perspective.

Outline

In Sections 2 through 4, we introduce control categories and exhibit their basic structure. In
Sections 5 through 7, we discuss the interpretation of the call-by-name and call-by\yalue
calculi. In Section 8, we discuss duality. Some technical proofs from Section 3 are given in the
Appendix.

2. Control categories

In a cartesian-closed category, we use the notatign: A — 1 for the terminal arrowsr, 72
for the first and second projection, g) for pairing,e 5 : B4 x A — B for application, and
f*: B — C4 for the curry of amagf : B x A — C. We also use the internal language of a
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ccc to denote morphismes: thus a morphigm A — B will be denoted by a typing judgment
z:A > M : B in the usual way. Obvious subscripts are often omitted. Sometimes, we use the

cece

notation— to label evident ccc isomorphisms.

2.1. Premonoidal categories

Premonoidal categories were introduced by Power and Robinson (1997). We summarize the
definition here. A premonoidal category is similar to a monoidal category, except that the tensor
product is only assumed to be functorial in each argursepéaratelybut not necessarilpintly.

Thus, the tensor product in a premonoidal category is not in general bifunctorial; for lack of a
better term we call such an operation a binoidal functor. The formal definition follows, where
|A| denotes the class of objects of a categAryregarded as a discrete subcategory.

Definition 2.1. Let A, B, andC be categories. Ainoidal functor F' : A ® B — C is given by
two bifunctorsFj : A x |B| — C andF; : |[A| x B — C, such thatty(A, B) = F1(A, B) for
all pairs of objects4, B.

Since Fy and F, agree where they are both defined (namely on objects), there is no harm in
denoting both of them by and thus writingF'(A, B), F(f, B), andF (A4, g), whereA, B are
objects andf, g are morphisms. However, it does not in general make sense to R(jtey),
because the two compositéX f, B') o F(A, g) and F(A’,g) o F(f, B) may not coincide. A
bifunctor is just a binoidal functor where the latter two compositions are equal.

The notationF’ : A ® B — C is justified because the following pushout defines a tensor
product inCat:

|A| x |IB| — A x |B|

|A|><B—’—TA<\‘®B

Thus, a binoidal functor can be regarded as a functor ffom B to C. An explicit description
of the categoryA ® B is given in (Power and Robinson 1997). More generally, we can define
n-oidal functorsf': A; ® ... ® A,, — C for everyn.

When we speak of natural transformations between binoidal functors, we always mean trans-
formations that are natural in each component separately. For bifunctors, this coincides with the
usual definition.

Definition 2.2. A binoidal categoryis a categoryP together with a binoidal functo® : P ®
P — P. We use the usual infix notatioft % B. A morphismf : A — A’ in a binoidal category
is central if for every morphismg : B — B’, the two composite$f % B’) o (A % ¢) and
(A’ ® g) o (f % B) agree, and the two compositeB’ %% f) o (¢ B A) and(g B A') o (B % f)
agree. In this case, we also use the notafiéh g, respectivelyg % f.

Premonoidal categories are defined by analogy with monoidal categories. Notice that the struc-
tural isomorphisms are required to be central.

Definition 2.3. A premonoidal categorys a binoidal categor¥, together with an object and
central natural isomorphisn®s g c : (A B)R®C - AR (B®C),ly: A— A% L, and
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ra: A— 1L % A, subject to the usual coherence conditions:

(ABB)BC)8BD 2> (ARB)®(CRD)2> A% (B%(CH D))

D

A% B

ki / \m

(AR 1)3B2 A% (L3 B).

A symmetric premonoidal categoryas in addition a family of central natural isomorphisms
cap:A% B — B% A, satisfyingco ¢ = id and coherence:

(ABRB)BC —2~ A% (BRC)— = (BFC)N A A

ml l / C \\

(BRA)RC —2>BR(ARC)-22SBR(CNA), AXL L¥ A

The operation¥ is also called a (symmetripretensor

The central morphisms of a premonoidal categPrform a monoidal subcategory, called
the centerof P, and denoted b¥*. Clearly, the center is the largest subcategory on which
restricts to a proper (bifunctorial) tensor product. Coherence for premonoidal categories follows
easily from Mac Lane’s result for monoidal categories (Mac Lane 1963; Kelly 1964), since all
the relevant coherence diagrams are contained in the center.

Premonoidal categories share many properties of monoidal categories, but some special care
is necessary when manipulating them. For instance, one should keep in mind that there are
innocent-looking expressions, such 4s?¥ A, that are not functorial. Also notice that ff :

A — A’is a morphism, then the induced family of arros¥ B — A’ % B is not in general
natural inB. We say that a family of mapgs : F'(B) — G(B) is natural in central B if it is
natural with respect to central: B — B’, and analogously for dinaturality.

A remark on the choice of symbols: | originally chose the upside-down amperS&gnioe™*
cause it suggests a tensor product with a disjunctive flavor. | did not intend to imply a connection
to linear logic by this choice. However, in recent work with O. Laurent and L. Regnier, it turned
out that control categories are a model of proof-nets for polarized linear logic, and, to my sur-
prise, the connective’y” indeed corresponds to the “par” of linear logic under this interpretation.

A more detailed account of this connection will appear elsewhere.

2.2. Codiagonals and focus

Definition 2.4. Let P be a symmetric premonoidal categorysammetric monoidn P is given
by an object4, together with two central morphisnig : L — AandV, : A® A — A,
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satisfying the usual equations:

A 2 gm0 3y

|
|-t rt
A,
(ATA)BATEARA ABA
a >A, ¢ \A.
AR ARA) 2L g5 4" Y AxA Y

A symmetric premonoidal categotyas codiagonaldf there is a chosen symmetric monoid
(A,14,Va4) for each objectd, compatible with the premonoidal structure in the following sense:

L ians ABBR AR B
\ %
ip=id;: 1L — 1, I=r AR B, A?Xc?yBl AR B.
e
L 2p | A%z ABARBRB AP

In the last diagram, some obvious associativity isomorphisms have been omitted. Since every
premonoidal category can be shown to be equivalent to a strict one (Power and Robinson 1997),
we will henceforth and without loss of generality treat associativity as if it were an identity map.

Notice we do not require that the families of maps: | — AandV, : A% A — A are
natural in4; in fact, it is not even obvious how one would state the naturalify ofInstead, we
will call a central morphisny : A — B discardablef

n
AanA 2 pyp

1
i;‘/ \f andcopyableif wl lVB
f
A——B, A—L g
This terminology is taken from (Thielecke 1997). Strictly speaking, we should use the terms

co-discardableandco-copyablebut this would be cumbersome. Discardability and copyability,
like centrality, are notions of “well-behavedness”.

Definition 2.5. A morphism is calledocal if it is central, discardable, and copyable.

Remark 2.6. The focal morphisms form a subcategoryl®f called thefocus of P, which we
denote byP*. The focus is contained in the center. It is closed uritleAll the structural maps
(a1, r,c i, andV) are focal, and so are the left and right weakening maps defined by

Wy, = ALARLANE Anp,
w,, = BL 1B axp

Sometimes, we denote either of these mapsbyhe focus has a canonical finite coproduct
structure:
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Lemma 2.7. In P¥, the objectL is initial, and % is a coproduct with the following injections
and co-pairing:

in = AY AnB,
inf = B A% B,
if.g] = AxB% onc Y c

In fact, P# is the largest subcategory & on which? restricts to a coproduct.

Remark 2.8. One ha®*? C P* C P. In general, the focus of a symmetric premonoidal category
with codiagonals is strictly contained in the center: for instanc®, i a monoidal category
where the tensor is not given by a coproduct, then the the center isRJlwlfiereas the focus is

not. However, in the case of a control category, to be defined shortly, we will see that the center
and the focus always coincide.

2.3. Distributivity

Definition 2.9. Supposé is a symmetric premonoidal category with codiagonals. Suppose that
P also has finite products. We say tfis distributiveif the projectionsr; : A x B — A and
m : A x B — B are focal, and if for all object€’, the functor— % C preserves finite products.

Note that the functor % C preserves finite products iff for all objects B, andC, the natural
maps

T 780771'2 7§)C>
_—

(AxB)®C - (ABC)x (B®C) and 18C %1

are isomorphisms. We denote the inverse of the first magoy ¢ : (AB C) x (BB C) —
(Ax B)% C.

Lemma 2.10. If P is a distributive, symmetric premonoidal category with codiagonals, then the
focus ofP is closed under the finite product structure.

Proof. First, it is trivial to see that>4 : A — 1 is focal. Second, whenevgr: C — A and
g:C — Barecentraland : D — E, then

f®D,gR® D)
_— >

c3D- (ABD)x (BRD) —2 = (AxB)3D

C%h l(A%’h,)x(B??h) l(AxB)%’h
cxnp P AxEy x (BRE)—% - (Ax B)RE.
The left square commutes by hypothesis, the right one by naturality ffollows from the
definition ofd that the map along the top {¢, g) & D, and similarly along the bottom. Thus,
the perimeter of the diagram shows thgt g) is central. Next, assume thgtand g are also
discardable and copyable. The commutativity of the following two diagrams follows by post-
composing each of them with; and withrs, and by using the fact that; and . are focal.
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Thus,(f, g) is discardable and copyable as well.

(£,9)3(f.9) (Ax B)% (A x B)

cCaC
AR |
Ve Vaxe
(f.9) o (f.9)

A x B.

0

Notice that sincel~* was defined in terms of pairing, the lemma also implies thdt, and
thusd, is focal.

2.4. Control categories

To the structure that we have considered so far, we now add cartesian-closedness, along with
some conditions that relate the cartesian-closed structure and the premonoidal structure.

Definition 2.11. SupposeP is a distributive symmetric premonoidal category with codiagonals.
SupposeP is also cartesian-closed. Lsf 5,¢ : BA®RC — (B%® C)A be the canonical
morphism obtained by currying

(BA®C) xw exC

éapc: (BABC)x A BARC)x (AC) L (BAx A)nC 2% BRC.

The categoryP is called acontrol categoryif sx p.c : BA % C — (B % C)4 is a natural
isomorphism in4, B, andC, satisfying the following coherence conditions:

1. The following diagram commutes, whetg , . = BR3C4 5 CAR B 2228, (C3B)4 =
(BB C)4,

BARCD o (BA %3 C)P
(BRCP)A =2 (BB C)P)A —“> (B R C)4)P

2. The following two diagrams commute, wheke, : A — A x Ais (id4,id4):

BA® BA 2> (B4R B)A —~ > (B3 B)AxA I
\ / W\,
BA.

Remark 2.12. While it automatically follows from the definition of4 g ¢ that it is natural in
A andB, the requirement that it is natural @i is needed as a separate axiom.

The isomorphisnsa ¢ : BA%C — (B% C)4 is calledexponential strengthThe require-
ment thasis an isomorphism is equivalent to the requirement that for efferfp) x A — BXC,
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there exists a uniqug* : D — B4 % C such that

(BABC)x A—> B C.

ol

Dx A

Thus, one has a natural isomorphism of hom-§Bts< A, B ® C) = (D, BA % C), giving rise
to afibered ccc-structuren P.

Remark 2.13. So far, all the structural maps (of the premonoidal structure, the codiagonals, and
the finite product structure) have been focal. However, we do not require the application map
e : BA x A — B to be focal, nor for the focus to be closed under currying. On the other hand,
the exponential strengdy 5 ¢ : BA®RC — (B% C’)A turns out to be focal, as we will show

in Lemma 3.5 below.

2.5. Example: Categories of continuations

As an example of a control category, we consider a category of continuations in the style of
Hofmann and Streicher (1997). We begin with a categOrwith distributive finite products
and coproducts, and with a distinguished objB¢tsuch that for all objectsl, an exponential
RA exists. For example, one may takkto be a bicartesian closed category (Lambek and Scott
1986), although in general, we do not require arbitrary exponentials to exist. We say that
satisfies thenono requirementf the canonical morphism, : A — RE" is monic for all A. In
this case, we call the catego€y aresponse categonand the objecR its object of responses
This terminology is borrowed from continuation semantics. For simplicity and without loss of
generality, we assume that the exponentials are chosen such $hdt implies R4 # RE.

Given a response catego®y, we define itsategory of continuationsdenotedR®, to be the
full subcategory ofC consisting of the objects of the for®“. The crucial observation under-
lying continuation semantics is that the categ@®y is cartesian-closed (Agapiev and Moggi
1991; Lafont, Reus, and Streicher 1993). Indeed; jrone has

1 RO, RA x RB ~ RA-&-B’ (RB)RA ~ RBXRA7

and, being a full subcategor€ inherits this structure fron@. Moreover, the categori€ has
a canonical premonoidal structure, given on objects by

1:=R'~R, RA % RP .= RAXB,

The operatior?® is functorial in the first argument vi&4*2 = (R4)E, and in the second
argument viaR**B = (RB)4. Notice that the operatiof¥ is not functorial in both arguments
jointly. All maps of the formR/ are focal. The structural mapsl, r, c, i, andV are defined in

the obvious way.

Lemma 2.14. The category of continuationg€ is a control category.
Proof. The axioms are easily checked. For instance, exponential strength holds because
(RB)RA 3 RC =~ RBxRAxc ~ (RB @RC)RA_
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O

A converse is also true: in Section 3.9, we will prove the main theorem about control cate-
gories: every control category is equivalent to a category of continuations.

3. The structure of a control category
3.1. Coherence

Lemma 3.1. The following hold in a control category:

(1) BA®CHD (2 BA
. D SA,B,C3¥D | Al (Ig)*
A,B,C B
(BRCO)A® D-2SIB % ¢ 3 D)A. BA® L 2PL(B R 1)A,
%Sa,c,D
@) BRCARD YRR (CIDA (4 BRC
5:4,3,07?13 SZA,B,CWD cce e
(B C)A 3 D-22{B 3 0 3 D)A. B'®C2EL(BR O

’
(sa,B,c)?

(5) (B 53 ¢ "% (pay o)A 2L (g o)Ay

CCC\L l cce

BA*XA 3 ¢ (B2 C)AxA,

Saxa’,B,c

Proof. See appendix.

3.2. Centrality and discardability

We show here that any central map is discardable. In Section 3.6, we will be able to show that
any central map is also copyable, and thus the center and the focus coincide in a control category.

Lemma 3.2. In a control category, any central morphism is discardable.

Proof. Let f : A — B be central. Letd* : 1 — L1 be the curry of the identity map. Then the
first of the following three diagrams commutes by centrality. The second diagram is the same as
the first one up to coherent isomorphisms, and thus it also commutes. Finally, the third diagram
is obtained by uncurrying. Thug,is discardable.

ix
1

id* %A

13ALTL 1y 1A gL JEay

17é’fl lL“?f = idl lf* = \lf
P B

13B2 22 | 15p 1—2> gt B
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3.3. Some focal structural maps

Lemma 3.3. In a control category, any morphism of the foriff : CB — C4 is focal, where
f:A— B.

Proof. The commutativity of the two diagrams

7 clnct

f
cBxp—"P>canp cBx3CB cA oA
CB"’S’gl ch%’g and chl lch
CB YXE%CA%’E CB cf CA
follows from that of
cnD)f FxFf
(3 D)E L (o5 pya (3 cypxB DT om oyaxa
(cmel McwmA and vbABl lvbAA
3E)
(C® E)B (CBE)” (C® E)A CB cf oA

respectively, by naturality af? %% D = (C % D)® and of CP % CP =~ (C %% C)B*B, O

Lemma 3.4. In a control category, the natural ccc isomorphisiBé = B and (BA)A’ =
BA*A" are focal.

Proof. This follows from Lemma 3.1(4) and (5). ]

Lemma 3.5. In a control category, the exponential strengthsc : BA % C — (B® )4 is
focal.

Proof. To see that it is central, consider the diagram

(SAYByc)/z?D
BARCRD ——>

SA,B®C,D

(B®C)A3 D (B3 C % D)4

BA@CWhl l(B%’C)A%’h l(s??cm)/*

B, BE
princyp 2 pyoying

SA,B®C,E

(B®C 3 E)A.

By coherence, the morphism along the top is equaktg -z p, and similarly along the bottom.

The right square commutes by naturality of strength, and so does the perimeter. The left square,
then, implies thas4 p ¢ is central. Showing that, g ¢ is copyable comes down, modulo co-
herence, to showing that

(BRB)A*ARCRC —> (BB BRC R C)4A*A
VA%’Vl l(V%’V)A
BARC : (B® )4,

which follows by naturality of. L]
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Lemma 3.6. Forall A, B, C, the canonical morphismpy . : B* — (C'% B)°™4, which is
obtained by currying

wx (CBA)
_

Eapc:BYx (CRA) (C3BY x (CRA) LR (BAxA) S 03B,

is focal. Moreover, p is natural i, B and dinatural in central’’, and it satisfies the following
coherence properties:

1) BA—P (B4 @ BAnD- "L (cnB)ICIAnp
p s s
ey | |
(D3 C 3 B)PICIA, (BB D)A —>(C % B3 D)4,
(3 BA-LPo(loxp)I (4) 1 g4
(BC)A°. (B A)B34,

Proof. See appendix.

3.4. A remark on consistency

One may ask whether it is consistent to trivialize the structur® ofe. to assume tha¥ is
bifunctorial. It turns out that any control category in whighis bifunctorial is equivalent to a
boolean algebra. The reader may find it instructive to compare the following lemma to the fact,

proved in (Lambek and Scott 1986, p.67), that in a bicartesian closed category, there is no arrow
A — 0 unlessA = 0.

Lemma 3.7. There is no central morphisgh: 1 — A, unlessA = 1.

Proof. First, we claim thatiff,g : 1 — A and f is central, therf = g. Consider the diagram

71 w

1731 A1 1
1794 l,mg lq
13420 Ama< 4
Y,

11—l oMy

All cells commute, and the morphisms along the top and left sides are isomorphisms. Hence it
follows that f = ¢, proving the first claim. Now suppose that 1 — A is central, and leB be

any object. Therf® : 1 = 1! — AZ is central by Lemma 3.3. By our first claim, the hom-set
(1,AP) = 1, and hencéB, A) = 1, showing that4 is terminal. U]

Corollary 3.8. A control category in whichy is bifunctorial is equivalent to a boolean algebra.
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Proof. If % is bifunctorial, then all morphisms are central. Thus, any hom:8etd) =
(1, AP) has at most one element by Lemma 3.7. It follows that the category is equivalent to
a poset, and the control category structure trivializes to a boolean algebra structure. [

3.5. Classical features: excluded middle and double negation

It is well-known that lambda calculi with control operators, such as\fhxealculus, correspond

to classical logic under a propositions-as-types correspondence. This fact was first discovered
by Griffin (1990). Since control categories are going to be models for such calculi, it should
therefore not be surprising that control categories are models of propositional classical logic.
Objects correspond to propositions, and arrows correspond to proofs. The op&atiodels
disjunction. Note that all the axioms of control categories are intuitionistically valid, except for
the existence of an inverse to the map B4 % C — (B % C)4. The latter makes the logic
classical. We can define arrows for excluded middle and double negation:

thdy: 125 (L3 AA S 1434 (excluded middle)
Oa: A < (double negation introduction)

oy

tnd
Ou: L1 B (A9 1)ATL"Y =, 445100 A 4 (double negation elimination)

Of course 4 is just the natural map that can be defined in any ccc.

Lemma 3.9. In a non-trivial control category:

(1) 6,4 =19 J_LLA — 14,

(2) HAoaA:idA:A—>A.

(3) tnd, is dinatural in A, but not in general central.

(4) 04 is natural in A, but not in general central.

(5) 64 isfocal, but not natural ilrA. Howeverg 4 is natural in centralA.

Proof. (1): This follows from Lemma 3.6(3). (2): An easy diagram chase. (3): Dinaturality
follows from naturality ofr ands. Notice that by Lemma 3.7nd 4 is not central unless 4 % A =
1. (4): The map 4 is natural in any ccc. 104 : A — 11" is central, then anymap: A — B
is central, becaus¢g = g o0 o f = O o 1+ 6o, by (2), which is central by (5) and
Lemma 3.3. (5)84 is focal by its definition, becauseis focal by Lemma 3.6 and™ is focal
by Lemma 3.3. The naturality @f, in central A follows from the dinaturality otnd andp in
centralA. ]

The central morphisms are characterized by the factthad natural in centraH:

Lemma 3.10. A morphismf : A — Bis centralifand only iff 004 = 05 o 14
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Proof. “Only if” follows from Lemma 3.9. For “if”, supposef o 4 = 05 o 1+, and let
g : C' — D. Consider the following cube:

AR C 7 BRC
W’ /
) Lo ) 853C
1 ye - 1" xc B3y
g
l 11+7 23y
3D
11t %g AR D B%®D
) L ) 953D
1" %D 11" %D

The top and bottom faces commute by assumption. The left, right, and front faces commute
because 4, 5, and L+’ are central. Moreover, the top left arrady % C is a split epic by
Lemma 3.9(2), and thus the back face commutes, showingf tisatentral. ]

3.6. The center and the focus coincide

From Lemma 3.2, we know that any central map is discardable. We can now show that in a
control category, the center and the focus coincide:

Lemma 3.11. In a control category, any central morphism is copyable.

Proof. The proof is adopted from Thielecke (1997). Suppfsed — B is central. Consider
the following cube:

3f
ABA B®B
IREE YRS G0
1ttt 117 L” v
v
v
A ! B
/ /
OB

1 L 147

The front face and the two sides commute becaluse, 04, andfg are copyable by Lemmas 3.3
and 3.9. The top and bottom faces commute becéyse natural in central by Lemma 3.9.
Moreover, the top left arrow 4 % 0 4 is a split epic with right inverséd, % LiA) o (A% 0a).
Thus, it follows that the back face commutes, showing thistcopyable. L]
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3.7. The basic adjunctions of the center

Let P be a control category. Recall that the centePofvas denoted by*. We use the usual
notation for hom-sets. Thu® (A, B) is the set of all morphisms, arl@®(A, B) is the set of
central morphisms froml to B.

Lemma 3.12. P(1, B% A) = P*(14, B), naturally in A and centralB.

~

Proof. Writing p,  for L4 P48, (B2 1)B%4 =, BEYA we definepa,z : P(1,B Y
A) — P*(LA B)andya g : P*(1L4,B) — P(1,B® A) by

pap(f) = 14 Par ppzA B g e p
Yalg) = P da aog g 9FA pog g

Notice thato(f) is indeed central by Lemmas 3.3, 3.4, and 3:8s clearly natural in central
B. The naturality of¢ in A follows from that ofp, 5. To see that)(¢(f)) = f holds for all
f:1— B%® A, consider the following diagram:

1 g P ppvag B gy pyg
- ] }
i ccce
79 A)f
AA p (B@A)B@A&)(B@A)l

The diagram commutes, from left to right, by definitiortiofl, Lemma 3.6(2), naturality of and
Lemma 3.1(4), respectively. The composition along the tap(is(f)). The composition along
the bottom isf by Lemma 3.6(4) and standard ccc manipulations. To showgthatg)) = ¢
holds for centraly, consider

BB7§’A BI%A BJ_A"’?A B Bl cce B.
p]\ TQLA%"A Tgl ]9
p ANLAA (J-A)md AN ccc
A1) (1) 14
\ T(iA/
f>Xg.ha. f(ga (LAY
(L2

The leftmost square commutes by dinaturalitypadh centralg. The leftmost triangle commutes
by Lemma 3.6. The other parts commute by definitiotnoffand by ccc calculations. Clockwise
along the top, we havé(v(g)), and counterclockwise along the bottom, we have ]

Lemma 3.13. P(4, B) @ P*(LB, 14) = P*(L1", B). The first isomorphism is natural iA
and B, and the second isomorphism is naturaldrin central B.

Proof. Define

0

$a,B: P(A, B) — P'(J_B,J_A) by o(f) = 1B =, J_A7
Yap PLE LMY= P B) by (g = LV =1

ap i P*(L", B)— P(4,B) by 9(h) = ALt
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Notice thaty( f) andv(g) are indeed central, by Lemmas 3.3 and 3.9(5). Clearig,natural in
A and B. Moreover,y is natural inA and in centralB becausd g is. We need to show that all
three maps are isomorphisms:

J_B
94
(6((h))) = 117 LLLL LH_LB %5 _p
6, ,a
id h
Iy
The commutativity of these diagrams follows from Lemma 3.9. U

Putting the last two lemmas together, we immediately get:

Corollary 3.14. P*(1L+,B% A) = P(1,B % A) = P*(L4, B), naturally in centralA and
central B. O

3.8. Functors and equivalences of control categories

Let P andP’ be control categories. Atrict functor of control categoriesF’ : P — P’ is a
functor that preserves chosen structure, i.e., it preserves chosen binary prayjuctd,, and
exponentials, as well as the chosen morphisms associated with that structure. Notice that it fol-
lows from Lemma 3.10 that such a functor preserves central maps; thus, we do not need this as a
special requirement.

In practice, we are usually more interested in functors that preserve the stgtoressomor-
phism In the context of control categories, it is sensible to require the structure to be preserved
up tocentralisomorphism, as expressed in the following definition:

Definition 3.15. A (weak) functor of control categories a functorF' : P — P’, together with
central natural isomorphisms

nip: FAXFB = F(AxB)
nig: FARFB = F(A%B)



Control Categories and Duality 17

commuting with the morphism structure in all the evident ways, for instance:

n* FABn*
FAx FB——F(A X B) FAR |1l ——=FARFL
\ lFﬂ'l |T n?a’l
FA, FA — FA® 1).

It follows from Lemma 3.10 that weak functors of control categories preserve the center. Note
that this in particular implies that weak functors of control categories can be composed.

We will also need a notion of equivalence of control categories. Here, too, it is appropriate to
modify the standard definition to take into account the concept of centrality.

Definition 3.16. An equivalence of control categorieP and P’ is given by a pair of weak
functors of control categorie$; : P — P’ andG : P’ — P, together with twacentralnatural
isomorphismgs o F' = idp and F' o G = idp/. If two control categories are equivalent in this
sense, we also write ~ P’.

We say that a functoF' : P — P’ is centrally essentially onto objeci§for eachB € |P’|,
there exists aml € |P| and a central isomorphisi = F'A.

Lemma 3.17. Assuming the axiom of choice, a weak functor of control categdtie® — P’
is part of an equivalence if and only i is full, faithful, and centrally essentially onto objects.

Proof. A very slight modification of the usual argument for categories with structure. []

3.9. The structure theorem for control categories
The fundamental theorem about control categories is the following structure theorem:

Theorem 3.18 (Structure Theorem).Any control categoryP is equivalent to a category of
continuationsikC.

SupposeP is a control category. Le€ = (P*)°P be the dual of the center &. Thus, the
objects ofC are those oP, and a morphism i€ from A to B is a central morphism fron to
Ain P. To avoid confusion, we will writed for the objectA4, when considered as an object of
C. Similarly, we will writef: A — B for a central morphisnf : B — A, when considered as
a morphism ofC.

Lemma 3.19. The categoryC has distributive finite products and coproducts.

Proof. The centeP*® is closed under finite products by Lemma 2.10. Moreover, since center
and focus coincide, the premonoidal structur@atstricts to a finite-coproduct structure Bt
by Lemma 2.7. ThusC has finite products and coproducts. The distributivityofollows from
that of P. O

In C, define an object of respons&s.= 1L

Lemma 3.20. The categoryC has exponentials of the for@A for every objec'@. Moreover,
the canonical morphisri; : A — RE" is monic. ThusC is a response category.
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Proof. Using the natural equivalence of Corollary 3.14, we have
C(Bx A R) =P (1L, B A) =P*(14 B)~C(B,14),
naturally inA, B. Thus, we can defin@4 := 14in C. Moreover,d; : A— RRA isﬁ cA -
11% which is monic becausg, is a split epic inP by Lemma 3.9(2). Ul
Proof of Theorem 3.18lt remains to be shown that the category of continuati®’s is
equivalent toP as a control category. By Lemma 3.13, we know that the contravariant functor
F:P — P*givenbyF(A) = L4 andF(f) = L7 is full and faithful. ThusF°?: P — Cis a
full and faithful covariant functor. Moreover, the objects in the imag@'®f are precisely those
of the form L4 = R4, Thus, F°P restricts to an equivalence of categorles— RC. We must
show that it preserves control category structure. Being an equivaléliéelearly preserves
finite products and exponentials. We calculate that it preserves the premonoidal structure:
FOP(AX B) = 1ASB = pAxB — pAx RB — [A R | B = FoP(A) 3 FOP(B),
FP(1)=11t=R=1.
One must also check that fgr: B — B’ in P, one hast'®P(A % f) = F°P(A) &% FP(f), i.e.,
1A%f = | fA . RAXB  RAXB’ Unwinding the definition of exponentiation {@, one finds
that this holds if the following commutes:
P*(LA%B () ——>P(1,CR AR B) — > P*(LP, OB A)
P'(L"mf,())l lrﬂ(ﬂ,cmx)

P.(J_AQ?B,7C) iP(l’CYXAYXB,) iP.<J‘B/7C??A)

But the isomorphisms, from Lemma 3.12, are naturaBirand thus this commutes. Finally, it
is routine to check that™P preserves the structural maasl, r, ¢, i, andV. This proves the
theorem. ]

4. More on the structure of a control category

In this section, we examine the structure of control categories further. The material of Subsec-
tions 4.1 and 4.2 is needed in preparation for the interpretation of the call-by-vaiaalculus;
the rest of this section may be skipped in the first reading.

4.1. The weak co-closed structure of a control category

By combining the cartesian-closed structure with Lemma 3.12, we get the following sequence of
isomorphisms:

P(B,C3A)~P(1,(C3 A)B) = P(1,0 3 AB) = P* (14" 0),

naturally in A, B, and centralC. Thus, for any object4, the functorf’ : P* — P given by
F(C) = C % A has a left adjoint7 : P — P*, given byG(B) = 14”. The unit of this



Control Categories and Duality 19

adjunction is
coapp: B L A4 = 1A% 3 4,

We denote the image of amgp B — C % A under the adjunction byocurry(f) : 147 ¢,
The mapgoappandcocurrydo neither define a co-closed structuremor onP*. However,
from the adjunction, one has

coapp

B—=14"34
lcocurry(f)%m

CHA

forall f : B — C ® A, and moreovecocurry( f) is the uniquecentral morphism making this
diagram commute. Thus,AB defines aveakco-closed structure oR, and we write

f

Bo-A:= 147,

4.2. Co-control categories ane—-categories

For the interpretation of the call-by-valug-calculus, it will be convenient to dualize the notion

of a control category. Aco-control categoryis the categorical dual of a control category. In
particular, it has finite coproduct4 + B with initial object0, co-exponentials which we write
asBy, a pretensod @ B with unit I, and a weak closed structufe—o B. The following table

lists some notation that we are going to use for objects and morphisms of a co-control category:

On objects On morphisms
Control Co-control  Control categories Co-control categories
1 0 C:A—1 0:0—- A
Ax B A+ B i:L—-A t:A—>1T
1L 1 V:ABA—- A A:A-AQA
AR B AQ®B e:BAxA— B 2B—Bsy+ A
BA By f*:C— BA *f:By — C

Bo—A A-—oB coapp: B — (Bo—A)® A app: (A—oB)®A— B
cocurry(f) : (Bo—A) - C curry(f): C — (A — B)

We use the usual notation for coproducts. Following Thielecke (1997), the dual of thé map
is calledthunk and the dual o® is calledforce The remaining structural maps keep the same
names as their duals.

Every co-control category is @—-category in the sense of Thielecke (1997), wherk is
defined a4 = A —o 0. Notice that one ha®84 = (-A) ® BandA — B = -(A® —B);
thus each two of the constructs4, A — B, and—A can be defined in terms of the third.
Conversely, one can show that eveyy-category can be fully and faithfully embedded in a co-
control category. Thus, co-control categories can be seen as a natural extensiooategories
with finite coproducts. The presence of finite coproducts is important for the duality result in
Section 8.
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Table 1.The signature of control categories

Nullary morphism constructors: Object constructors:

id : A— A 1 1 AxB A— B A®B
o A—1

m Ax B = A Binary and unary morphism constructors:
2 A;B_)B f:A— B g:B—C
€: B4 xA—B ofA=C

a:  (ABB)RC— AR (BRC) ges:

- A AL f:A— B g: A—C
c: ABB-BAXA {(f,9): A= BxC

i 1= A f:AxB—C

V: ARASA friA—-CP

d: (ABC)x (B®C)— (AxB)®C f:A— B

sl: (B®CO)* = BA®BC fBC:ABC—-BRBC

4.3. Control categories as algebras

The structure of control categories, like that of cartesian-closed categories, is equational in the
sense of Lambek and Scott (1986). This means that the structure can be given by object construc-
tors, morphism constructors, and universally quantified equations on hom-sets. Any categorical
structure that is given in this way enjoys good properties, because the usual algebraic construc-
tions, such as constructing a free algebra or a quotient, have categorical equivalents. Thus, it
makes sense to speak of a congruence relation on a control category, to take a quotient, or to
freely adjoin a class of arrows.

The object and morphism constructors of control categories are shown in Table 1. Here, it is
understood that each given morphism constructor actually stands for a family of constructors,
indexed by objects. Some constructors that appear in our definition of control categories are not
shown here; they are definable in terms of the remaining ones, and are thus redundant.

The structure of control categories is given by type-indexed equations (with variables) on hom-
sets over this signature. These equations can be found in the definitions in Sections 2.1 through
2.4, and we do not repeat them here. For illustration, let us only point out that the requirement
that a certain morphism is focal can indeed be expressed equationally. For instance, the focality
of m; : A x B — Ais expressed by the following three equations:

molaxp = la,
m1 0 VaxB Vao (AR m)o(m B (A X B)),
(m1 ® D)o ((Ax B)®g) (ABg)o(m X C), forallg: C — D.

4.4. The center of a category of continuations

We have remarked in Section 2.5 that in a category of continuaf$nsany morphism of the
form R9 : R* — RB forg: B — Ain C, is central. As Bhrmann has shown, the converse is
true iff C satisfies Moggi'squalizing requiremen(Moggi 1988; kihrmann 1999). We say that
an objectd € |C| satisfies the equalizing requirement if the canonical morphismA — RE*
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is an equalizer in the following diagram:

We say thatC satisfies the equalizing requirement if all of its objects do.

Remark 4.1. The equalizing requirement is satisfiedif is a split monic, which is the case,
for instance, ifC is the category of non-empty sets dit] > 2.

Lemma 4.2. Let R€ be a category of continuations. For any objettc |C]|, the following are
equivalent:

(1) Every central morphisnfi : R4 — RP is of the formR?, for somey : B — A.
(2) The objectd satisfies the equalizing requirement.

Proof. Denote byf* : B — RE" the curry and uncurry of a map: R4 — RE. Notice that
if g: B— A,thenf = R9if and only if f¥ = 04 o g. Also note that sucly is necessarily
unique, since we have assumed, in the definition of a response categowy, tisamonic. By
Lemma 3.10 is central if and only iff 0 g4 = Orr o R® Ina category of continuations, we
havedp4 = R%4, and by ccc manipulations, it follows thais central if and only iDpraofr =
RE™ o fr. It follows that every central morphisth: R4 — RP is of the formR9, for somey,
if and only if for everyf, itis the case thall ;4 o f} = RE™ o frimplies ff = 94 o g, for
somey, if and only if A satisfies the equalizing requirement. L]

Remark 4.3. Not every response category satisfies the equalizing requirement. For a trivial
counterexample, le€ be the full sub-ccd0,1} of the category of sets. Lk = 1 be the
terminal object. Notice that, sin€@ is a posety,4 is monic for allA. However,A = 0 does not
satisfy the equalizing requirement. Indeed, the unique fhag’ — R! is central, but not of

the formRY forg : 1 — 0.

4.5. On explicitly chosen value categories

In our definition of control categories, the center is a derived notion: a morphism is central if it
satisfies certain equations. Thus, the center is not an explicitly given part of the structure. Com-
putationally, the central morphisms are used to model effect-free computatioadiies as we

will see in our interpretation of the call-by-valuei-calculus in Section 7. Some authors, such as
Jeffrey (1997), prefer to present premonoidal categories together with an explicitly cradsen
category which is a fixed subcategory of the center. In the context of premonoidal categories,
there is a clear advantage in working with chosen value categories, because functors that pre-
serve the algebraic structure of premonoidal categories do not in general preserve centrality; but
by making values part of the given structure, one can require functors to preserve them. Since,
on the other hand, functors of control categories automatically preserve the center, the need for
value categories is not so clear in this context. Still, it is possible to accommodate this point of
view if desired, and in this section we will show that this leads to a slightly improved statement
of the Structure Theorem.



Peter Selinger 22

Definition 4.4. Let P be a control category. A subcategow is called avalue categoryif
|P| €V C P°*,andifV is closed under all the structural operations of control categories (shown
in Table 1), except and currying. We further require thaf contains the maps, g ¢ and
P4 5.c» and all maps of the form/. If V is a chosen value category Bf then the morphisms
of V are calledvalues

SupposeP andP’ are control categories with respective chosen value categ¥rimsd V'.
We say that a (weak) functor of control categoriées P — P’ preserves values it restricts
to a functor fromV to V', i.e., if f € V implies F(f) € V'. In this case, we also writé’ :
(P, V) — (P, V’). We say that an equivalené¢e: P — P’, G : P’ — P of control categories
respects values it restricts to an equivalence of the categor¥sandV’. This means not only
that bothF’ and G preserve values, but also that each component of the natural isomorphisms
GoF ~idp andF oG = idp/ is a value. IfP andP’ are equivalent in this sense, we also write
(P, V)~ (P, V).

If RC is a category of continuations, I&S be the subcategory consisting of morphisms of
the form R/. ThenRS is a value category aR€, and we call it thecanonical value category
Note that in Remark 4.3, we gave an example of a category of continuations whose canonical
value category was strictly contained in the center. Since the center of any control category is
itself a value category, this shows that value categories are not in general unique. However, the
following lemma shows that at certain types, the values are uniquely determined.

Lemma 4.5.1f P is a control category with chosen value categdvy then V(L4 B) =
P*(14, B).

Proof. By the proof of Lemma 3.12, any central mép L4 — B is of the formB9 o p, and
hence a value. [

Notice that this implies that in a co-control category, the values at the call-by-value function
type A —o B = —=(Ap) are uniquely determined. The valugs C — (A — B) are precisely
the maps of the fornf = curry(g). Under our interpretation of th&u-calculus in Section 7,
these maps are precisely the lambda abstractions.

In the context of chosen value categories, we can give an improved version of the Structure
Theorem. In Theorem 3.18, we have shown that every control cat®@equivalent to a cat-
egory of continuation&®€. However,C is not in general uniquely determined By It turns out
that with respect to a chosen value categd¥rgf P, the categon(C is unique up to equivalence.

This is made precise in the following theorem:

Theorem 4.6 (Second Structure Theorem). Let P be a control category with chosen value
categoryV. Then there is a response categ@@ysuch that P, V) ~ (R€, RS). MoreoverC is
unique up to equivalence of response categories.

Proof. Existence: LeC = V. One prove® ~ RC exactly as in the proof of Theorem 3.18,
takingV in place ofP*. Lemma 4.5 serves to ensure thahas all the properties @t* that were
relevant to the proof. Moreover, under the equivalence, the images of valuéé are precisely
the valuesk/ € RS. Uniqueness: First, observe that any response catdgasyequivalent to
the dual ofRP via the contravariant functor that maggo R* andf to R/. Clearly, this functor
is full and onto objects; it is also faithful sind@ satisfies the mono requirement. Now suppose
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Table 2.The typing rules for the u-calculus

- fx:AeTl

(van) Trz:A|a "©4€ @y [FM:iA—B|A TEN:A|A

(cons) IFMN:B|A
F'FcA:A| A (abg a:AFM:B | A

) TFXAM:A—B| A
Phx:T | A (namg LEM:A]A if A e A

(pain DEM:iA|A TEN:B|A TF[M:L|A

P TF(MN):AAB | A w THM:1 | aAdA

() I-M:AAB | A a ThpaAM:A|A
TFmM:A|A : .
FH\?-A/\B‘\A (weake) % HCC I, AC A

(m2) TFmM:B| A

(P,V) ~ (RP,RP). Then we haveD ~ (RP)% ~ V° = C; moreover, this equivalence
identifies the response objeRt € D with R = 11+ € C. Thus,D andC are equivalent as
response categories. ]

5. The Ap-calculus
5.1. The syntax of thau-calculus

We will show how to interpret Parigot'’du-calculus (Parigot 1992) in a control category. We
begin by reviewing the syntax of theu-calculus with finite products. Let, 7, ... range over a
setB of type constantsTypes, ranged over by, B, . .., are constructed by the grammar:

A:::U|T|A/\B|A—>B|L

LetV and\ be two given, infinite, disjoint sets object variables, y, . . . andcontrol variables
a, 3,. .., respectively. Control variables are also calteines Let K be a set of typewbject
constantsc?, d?, .. .. The pair(B, K) is called asignature of theAu-calculus and sometimes
denoted by:. Raw termsM, N, ... are constructed by the grammar:

Mu=x|c* |« | (M,N) | mM | moM | MN | Xa*. M | [o]M | pa®*.M

A term of the formua®.M is called au-abstraction and a term of the fornn] M is called a
named term In the terms\z4.M and ua. M, the object variable:, respectively the control
variablea, is bound. As usual, we identify raw terms up to renaming of bound object and control
variables.

The typing of the\u-calculus is defined as follows. Aobject contextis a finite, possibly

empty sequencE = x1:By,x2:Bo, ..., z,:B, of pairs of an object variable and a type, such
thatx; # «; forall i # j. We writeI' C I" if T" is contained il as a set. Acontrol context
A = a:A1,a9: A5, ..., Ay, 1S defined analogously. Ayping judgmentis an expression

of the formI' - M : A | A, i.e., a quadruple consisting of an object context, a term, a type,
and a control context. In the logical interpretation of a sequent, the symBiatands for an
implication, and the symbol|” stands for a disjunctiorivalid typing judgmentsare derived by
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the rules in Table 2. Arquationis an expression of the forii - M = N : A | A, where
'FM:A| Aandl'+ N : A | A are valid typing judgments.

5.2. An informal description of the semantics of the-calculus

To motivate the constructs of the:-calculus, we first give an informal discussion of the intended
semantics. A formal semantics will be given by means of CPS translations in Sections 6 and 7.
The p-abstractions and named terms of the-calculus are operators that influence the se-
guential flow of control during the evaluation of a term. Informally, when a subterm is evaluated,
one of two things could happen: it could return a value to its environment, or it could cause the
control flow to jump to some other part of the program. A term that contains such a jump may
never return a value to its environment at all, in which case it can be given the typhkich is

the “empty type” of which there are no values.

In the \uu-calculus, a prototypical term of type is the termja] M. It does not return anything,
but passes the value 8f to a control variable named instead. One can think ef as a named
channel, and of the value @ff as being sent along this channel. One also saysithetthrown
to a. Channels are typed: if has typeA, then this means that values of tygecan be thrown to
.

We also need a binding construct for channels. TikabstractionN = pa.M creates a
named channel and then begins to evaluadé. If in the process of evaluatin)/, some value
gets thrown tay, then this value immediately becomes the value of the whole expre&sidhe
evaluation ofM is not continued in this case. Thus, sirncés declared to be of typd, the term
N must have typed as well. What should the type @i be? In the\u-calculus, the body/ of
a pu-abstraction has typé. Thus, the question of what to do whéi returns a value does not
arise. However, this is not a serious restriction: one can easily deal with ferraEarbitrary
type by using the idionua?.[5] M, or evenua?.[a] M whenM has typeA.

A typing judgmentzy:By, ...,z By, B M A | a1:44, ..., an:4,, means that\ is a
well-typed term with at most free typed object variables and at mestfree typed control
variables. One can think aff as a function inn arguments which has: + 1 possible result
channels: it may return an ordinary value of tyfgor it may return an exceptional value of type
A; on some channel;.

On the surface, there is a certain similarity between the control constructs bf:tbalculus
and the exception handling mechanism of ML. As a first approximation, one may think of throw-
ing a valueV to « as raising an exceptiam with valueV’. Similarly, one may think of the term
puat .M as providing a handler for the exceptian However, this analogy is only superficial,
and there is an important difference between ML exception handling aniitfealculus: the
latter isstatically scopedThis means, the teriV = pua®.M binds those occurrences afin
M in its syntacticscope. Occurrences ofthat are substituted intd/ (for instance as the result
of reducing a\-redex) arenotbound inN. On the other hand, ML exceptions atgnamically
scoped which allows a function, among other things, to handle an exception that one of its ar-
guments throws. Because of its static scoping, Xhecalculus is a calculus afontinuations
not exceptions, and the-abstraction mechanism is closely related to control operators such as
callcc in Scheme, or Felleisen&.
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5.3. Adding classical disjunction to theu-calculus

The Au-calculus can be regarded, and was originally conceived, as a term calculus for multi-
conclusioned classical sequent calculus proofs. This connection to logic suggests that one should
be able to extend the calculus to include a disjunction type constructor. Indeed, there is a standard
way of adding disjoint sum types to the lambda calculus via left and right injections and a case
construct. However, the proof theory of disjunction in classical logic is quite different from that in
intuitionistic logic, and Pym and Ritter (1998) show how to add a different, classical, disjunction
type to the\p-calculus. They also show that these classical disjunction types are strictly different
from the disjoint sum type under the call-by-name semantics. On the other hand, we shall see
that under call-by-value, the two disjunction types coincide.

In the following, we essentially adopt Pym and Ritter’s classical disjunction type, although we
use a slightly different, more symmetric syntax for terms. Formally, we add one type constructor
and two term constructors to the:-calculus:

A o= .. |A\/B
M u= ... | [a,BIM | ple?,B8).M

The two new term constructors are generalizationg-abstraction and naming that deal with
two control variables, rather than one. Informally, one may think of a value of #ypeB as
being either a value of typd or a value of typeB3. Depending on which is the case, the term
[, B]M will throw the value of M to « or 3. Similarly, the termu(a?, 3%).M catches any
value that is thrown tex or 3, and synthesizes it to a value of tydev B. The typing rules for
disjunction are:

THFM:AVB | A
TF[o,BM:L|A

(namé) if a:A,3:B € A,

PEM: 1| aA B:B A

) I u(e?,BBYM:AVB | A’

Notice that the typing rules imply that in the pattertn?, 3%).M, the variablesy and 3 are
different. When writing terms in the disjunctiviu-calculus, we will sometimes use a more
generous syntax fou-abstractions and named terms. For instance;?, (6%,~¢)).M is an
abbreviation fop(a?, §BVC).[6]u(B5,~¢).M, and similarly[a, [3,v]] M is syntactic sugar for
the term[3, v]uéBVC [a, 6] M.

The disjunctionA v B is classical For instance,

M = p(a, 34=4). [0 o)

is a closed term of typel vV (A — ). It is instructive to examine the behavior of this term,
because it is an illustration of how the static scoping works. Informally, when the Aérim
initially evaluated, it will return a closuréz*.[a]z of type A — 1 to its environment. Should
the environment ever attempt to apply this closure to some vahfetype A, then the control
flow will jump back to the term\/ in the environment in which it was originally called. At that
point, M will evaluate tov.
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6. The call-by-name interpretation of the Ap-calculus

The Au-calculus was originally introduced as a call-by-name language (Parigot 1992; Ong 1996),
although Ong and Steward have later given it a call-by-value interpretation (Ong and Stewart
1997). We will first consider the call-by-name semantics, and leave the call-by-value semantics
for the next section.

The operational semantics of the call-by-namecalculus can be given in several different
familiar styles. Parigot gave a strongly normalizing system of reductions for his original calculus,
an approach that was generalized to the extensional and disjunctive case by Pym and Ritter
(1998). However, the reduction rules for the control operators are less than intuitive, and they
involve complex substitution operations and permutations of contexts.

For our purposes, it is more convenient to consider a continuation passing style (CPS) se-
mantics. One such semantics, based on Plotkin’s original call-by-name semantics for the simply-
typed lambda calculus (Plotkin 1975), was given by De Groote (1994a). We adopt a different
CPS translation which was given by Hofmann and Streicher (1997) and which takes advantage
of a richer target language with finite sums and products. Streicher and Reus (1998) demon-
strated that such a CPS translation can serve as the basis for an abstract machine model, yielding
a stack-based Krivine machine for the call-by-nakpecalculus. We extend the CPS translation
to include disjunction types, and take it as the basis for our categorical interpretation of the call-
by-name disjunctive u-calculus in a control category. It is also possible to systematically extend
the Krivine machine semantics to account for disjunction types. This is carried out in (Selinger
1998).

6.1. The call-by-name CPS translation

Consider the disjunctivgp-calculus over some signatufB, K). We will give the call-by-name
semantics of this calculus by a CPS translation. The target language of the translation is a lambda
calculus\®>** with sum, products, and a distinguished typef responses. Function types are
restricted to the casd — R, and consequently, lambda abstractionsM occur only when

M has typeR. Let =g, denote the usua#n-equivalence of***, with surjective pairing and
exhaustive sums.

To keep the notation brief, we use various forms of syntactic sugar for the sums and products of
the target calculus. We use patterned lambda abstraktien,)“* 2. M, which is customarily
defined as an abbreviation foe**8.M[r, 2/, m22/y]. We also use the co-pairing notation
[M,N] as a shorthand for the expressionkA+5.casek of inl ky = Mk | inr ky = Nky).

Notice that[M, N] is the term that corresponds t@/, N) under the canonical isomorphism
(A+B — R) =~ (A — R) x (B — R).We also use lambda abstraction patterns for co-pairing;
thus \[z, y] A+ B~ M is a shorthand fonzATB=R M[\aA.2(inl a)/x, \bB .z(inr b) /y]. The
initial type 0 is equipped with a type cast operatorMf has type), thenO 4 M has typeA. By

x, we denote the canonical term of the unit tyipe

Definition 6.1 (Call-by-name CPS translation). We assume that the target calculus has a type
constants for each type constant € B of Au. For each typed of the A\u-calculus, we define
a pair of typesk'4 andC' 4 of the target calculus, called, respectively, the typeaftinuations
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Table 3.The CPS translation of the call-by-namg-calculus

T = kKA zk wherez : A

A = MkKa g

* = MKT.Ogk

(M, N) = MkfanB [M,N]k whereM : A,N:B
m M = AkKa M(inl k) whereM : AA B
wo M = kKB M(inrk) whereM : AAB
MN = MkKB.M(N, k) whereM : A — B, N : A
Az M = &, k)Xa—B Mk whereM : B

o] M = MEL Ma whereM : A
pat.M = xafa Mx whereM : L

la, BIM = kKL M(a,B) whereM : AV B
wat, BBY.M = X\a,B)Kavs Mx whereM : L

and ofcomputationsof type A:

K, = 0, whereo is a type constant
K+t = 0,

Kanp = Ka+Kp,

KA;»B = CA X KBa

K, = 1,

Kavp = KaXxKp,

Ca = Kjs—R.

For each object constant' € K of the A\u-calculus, we assume that the target calculus has a
constant® of type C 4. Moreover, for each object variableand each control variable of the
Au-calculus, we assume a distinct variableespectively, of the target calculus. The call-by-
name CPS translatiof/ of a typed term)M is given in Table 3. It respects the typing in the
following sense:

21:B1, ..., xpn:Bp b M A | a:Ay, .. am A
#1:Cyy e #0:Ch, 61K Ay, G KA, M Cy

We also writel' = M : A | A for the translation of a typing judgment, and similarly for equa-
tions.

@)

This particular CPS translation, for the fragment without products and disjunction, was discov-
ered by Hofmann and Streicher (1997). It differs from Plotkin’s original call-by-name translation
(Plotkin 1975) by introducing one less double negation at function types, thus taking advantage
of the richer target language. We compare the two translations in detail in Section 6.5.

Notice that the translation of the control operators is straightforward: they simply exchange
current continuations. Thus, the translation reveals the nature of the control variables pf the
calculus: they are essentially variables of the target language, to which the user of the source
language has limited access. One could take this idea further andalhitnary expressiong
of the target calculus to appear in the constfat/ of the source calculus. A similar extension
was proposed by Streicher and Reus (1998). Such an extension would be in the spirit of Filinski’s
symmetric lambda calculus (Filinski 1989), as it would put terms and continuations on equal
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footing. However, such extensions also lead to an incomprehensible programming style, and
since they do not add any expressive power to the language, we do not consider them further.

Definition 6.2. Let M and N be terms of the\u-calculus such thaf - M : A | A and
'FN:A| A We say thatM andN arecall-by-name equivalentin symbolsiM =, N, if
M =g, N. More generally, ifT is a theory of the\®**-calculus, we define theall-by-name
Au-theorygenerated by to be the set of equatiod | E € 7}.

Note that the class of call-by-nam:-theories is closed under arbitrary intersections. As a
matter of fact, it has a finite equational axiomatization. For the fragment without products and
disjunction, this follows from Hofmann and Streicher’s result (Hofmann and Streicher 1997).
We will show how to obtain a finite axiomatization of the theories of the full calculus as a
consequence of the Structure Theorem, after discussing the interpretation of the call-by-name
Au-calculus in a control category.

6.2. The interpretation of the call-by-nams:-calculus in a control category

The target calculuad™*+ of our CPS translation can be interpreted directly in a response category
C. Recall that this was a category with distributive finite products and coproducts, a distinguished
object R, and exponentials of the forlR“. Let us momentarily identify the typel§ 4 andC4

with their interpretation inC. Then by Property (1), the CPS translation of a typing judgment
21:B1, .., xn:Bp M A | a4y, ..., Ay, gives rise to a morphism i@

Cp, x...xCp, x Kgy x...x Ky, — Ca.

m

UsingC4 = R4 and currying, this amounts to a morphism

Cp, X ... x Cpg, — REaxKapx..xKa,

)

which lies within the continuation catego®®. Thus, we can use the standard premonoidal
structure onRk€ to write

CBl X...XCBRHCAWCAI%)...%’CAM.

We have thus eliminated any reference to the continuation tipefom the interpretation of a
typing judgment. Indeed, one can interpret the call-by-namealculus in a control categoily
directly, without explicitly mentioning continuations. The interpretation is very natural:

Definition 6.3 (Categorical call-by-name interpretation). Let P be a control category. To in-
terpret the\p-calculus with signaturéB3, K), assume a choice of an objettfor every type
constanty € B. Each type constructor is interpreted by the corresponding object constructor of
control categories:

lolx = 7, whereo is a type constant
[[T]]n = 1

[AANBl. = [Aln % [Bla,

[4—Bl. =[B!

[L]~ = 1

[AvB], = [A].%[B]..
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Table 4.The interpretation of the call-by-namg:-calculus in a control category

[T : B | Aln = rmeY%Leaa
[CHeA:A| Al = r3i15a%ana
[Ch*:T | Aln = r2i1213A
[CE(MN):AAB | Aln = 1IN g9 AyBH A) S (AxB) B A
[C-mM:A| Al = M axByma I Ama
[CFmM:B | Al = r M axpyma 23 A
[CFMN:B | Al M(BMM) (A A) L (BAxA) B A A By A
[CFAAM:A—B | Aln= 120, (gpyaya s, paga
[CF[]M: L | Aln - r“’”" LARAYTEARA Y AZ 1A
CruaAM:A| Al = P2 mana2ana
7 : N
[CF o, a)M:L | Aln = 020, g, 3 A YN8 Agapa YAV, A =, ) 32

r 1M

[Fl—u(aA,ﬁB).M:AvB|A}]n =T —5 I%A®BRA = (ABB)ZA

If T'=21:By,...,z,:B, is an object context, we writf'],, := [B1]n X ... x [Bn]n, and we
denote theth projection map byr; : [T'],, — [B:]n. Similarly, if A = a1: 44, ..., an:A, isa
control context, we writgA],, := [A1], % ... % [A,.]», and we use the notatiom; : [A;], —

[A],. for the jth weakening map. Typing judgments are interpreted relative to a choice of a
morphismé : 1 — [A],, for each object constant' € K. A typing judgment” - M : A | A'is
interpreted as a morphism

[TEM:A| Al : [T — [A]n B [A],

which is also abbreviated {d\/],,. The interpretation is defined by recursion on the structure of
M, as shown in Table 4. To keep the notation reasonable, we have omitted the semantic brackets
from the interpretation of types, hoping that no confusion will arise.

Lemma 6.4.If P = RC is a category of continuations, then the call-by-name categorical
interpretation of the\p-calculus inP coincides with the interpretation of the call-by-name CPS
translation in R€. O

From the Lemma, which is easily checked by induction on terms, together with the Structure
Theorem 3.18, one immediately gets soundness and completeness for theories:

Proposition 6.5 (Soundness and Completeness)he theories induced on thes-calculus by
the call-by-name categorical interpretation are precisely the theories induced by the call-by-
name CPS translation. L]

6.3. The call-by-name\pu-calculus is an internal language for control categories

Recall from Section 4.3 that the structure of a control category is given by operations on objects
and morphisms, and equations on hom-sets. On the image of any given call-by-name interpre-
tation of the\p-calculus in a control category, all these structural operations, as they appear in
Table 1, are in fact definable by operations on types and typing judgments.
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Table 5.Control category operations on typing judgments

Nullary operations:

id = z:A oz A

< = zA Fox: T

T = z:AANB o omax: A

) = xz:AAB - mx: B

€ = zm(A—B)ANA F (mz)(mx): B

a = xz:(AvB)VvC F (e, (B8, 9)) (e, B],v]z : AV (BVC)

I = wz:A Foople?, b)) oz AV L

c = x:AVB Foou(BB,at) o, 8lz: BV A

i = x:l Fopataz: A

v = x:AVA Foopad o, oz A

d = (AVCO)A(BVC) F u(d4"B ~O).[8){pal (o, y]miz, uBB.[8,v]mex) : (AAB)V C
sl = :A— (BVO) F (04 B xO) [0 A uBB B,~]zz s (A — B) VO

Binary and unary operations:

f= mA-FM:B g= z:BFN:C
gof= w:AF (OB .N)YM:C
f= ©mtAFM:B g= z:AFN:C
(f,9) = z:A+{(M,N): BAC
f= x:ANBEFM:C
= zAF X NP .0z "B M) (z,y): B—C
f= ©x:A-M:B
fBC= z:AVCF uBE,7°).18](0z? . M)ua?.Ja, ]z : BV C

Let x be a fixed object variable. We say that a typing judgment istamdard formif the
object context declares exactly the one variahlend the control context is empty. We abbreviate
standard form typing judgments toB + M : A, i.e., we omit the empty object context. Note
that every typing judgment;: By, ..., x,: B, - M : A | a1:A1,...,an:A,, iS equivalent to a
standard form

v:Bi A AByFpla,ar, . am) oAz o xy M) () L (mpx) AV ALV LV A,

in the sense that the two denote the same morphism under any interpretation in a control category.
Table 5 defines the syntactic operations on standard form typing judgments which correspond to
the structural operations of control categories.

Lemma 6.6. Under the call-by-name interpretation, the structural operations of control cate-
gories are defined by the operations on typing judgments that are shown in Table 5.

Proof. It is easy to check this case by case. For instance, if the interpretatiodof N : B
is f : [A], — [B]. and the interpretation of:B - M : C'is g : [B], — [C]., then the
interpretation ofc: A - (A\xB.M)N : C'is

[A], ZL (OB x [Bl, < [Cla,
which is indeedj o f : [A],, — [C]x. O

Definition 6.7 (Syntactic control category). For a givenAu-signatureX and a call-by-name
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theory 7, we can construct theyntactic control categoryPy, - as follows: The objects of
P%, + are the types of the language, with the object constructors given by the corresponding
type constructors. Morphisms frosi to B are named by valid standard form typing judgments
x:A+ M : B. Two typing judgments: A+ M : Bandz:A - N : B name the same morphism

if (z:AF M = N : B) € T. The operations of a control category on morphisms are defined as
in Table 5.

Lemma 6.8. P%: - is a well-defined control category.

Proof. We must show thaP?:, - satisfies all the defining equations of a control category, i.e.,
that the corresponding equations between typing judgments hdld By the fact that7 is a
theory, together with the completeness of the categorical interpretation, there is a control category
P together with a call-by-name interpretatipp- ],,, such thatz:A - M = N : B) € T iff
[x:A+ M : B], = [=:AF N : B],,. By Lemma 6.6, the required equations holdAinthus in
7. U

There is a canonical call-by-name interpretatjen]? of the \u-calculus with signatur& in
P%, 7, defined bys := o and¢ := 2:T I ¢ : A. It has the property that the interpretation of
each typing judgment is call-by-name equivalent to its standard form. ThéRaiy-, [ — 9 is
determined up to isomorphism by the following universal property: For &acbspecting call-
by-name interpretatiofi— |, in a control category, there is a unique strict functor of control
categories” : P%, - — P such thatr'[A], = [A],, for all typesA, andF[T' - M : A | A]) =
[T+ M:A| A], forall valid typing judgment§ - M : A | A.

The construction oP%; - allows us to pass from theories to categories. The opposite is also
possible:

Definition 6.9 (The internal language of a control category).Given a small control category
P, we can construct from it a signatufeand a call-by-name theory as follows:Y has the
objects ofP as its type constants, and one object constafit’Z for each morphisnf : A — B.
Consider the canonical interpretation of this languagP imamely the one that interprets each
type constants by itself and each object constarit™? by f* : 1 — B4, LetT by the call-
by-name theory induced by this interpretation. We call the (3&if7") theinternal call-by-name
languageof P.

Lemma 6.10. If (X,7) is the internal call-by-name language of a control categfrythen
PL , ~P.

Proof. Clearly, the canonical interpretation of the internal languagP is onto objects and
morphisms, as each morphisfn: A — B is the denotation of:A F cyx : B. Thus, the
canonical functor of control categori®#: - — P, given by the universal property &7, -, is
full and onto objects. It is faithful by definition ¢f. Thus, Py, - ~ P by Lemma 3.17. ]

6.4. An axiomatization of the call-by-nam:-theories

We obtained soundness and completeness of the categorical call-by-name interpretation almost
“for free”, because of the way theories were defined; namely, in terms of a CPS translation, which
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Table 6.Axioms of the call-by-namku-calculus

Axioms for the lambda calculus with products:

B=) (AzAMN = MI[N/z]: B

(n—=) AzA Mz = M:B if z & FV(M)
(BA)  mi(My, Ma) = M;: A

mA) (mi M, wo M) = M:AANB

(nT) * = M:T

Axioms for A and disjunction:

(¢=) (uaA—B.MN = upB.M[Bl(-)N/[a)(-)]: B if 3¢ FN(M, N)
€n)  mi(patr Az ) = uphM[Blmi(-)/[e]()]: A if B & FN(M)
) o, BlpyAVE.M = Mo, B](=)/[V]()] : L

Bu)  [olpat M = Mlo'/a]: L

() pat.la)M = M:A if a & FN(M)
Bv) [, (e, BB).M = Mo /o, 8'/B]: L

(v)  we?, BB)[e,BIM = M:AVB if o, 8 ¢ FN(M)
(By) €M = M:L

is already very close to the categorical semantics. Sometimes it is more convenient to have an
equational description of theories, for instance, as the basis of a rewrite semantics.

Having shown that the call-by-nam:-calculus forms an internal language for control cate-
gories, we can characterize the call-by-name theories as follows:

Proposition 6.11. Fix a signatureX. Then a congruence relatioh on typing judgments is a
call-by-name\u-theory if and only if all of the following hold:

1. An equation is ir¥” if and only if its standard form is if".

2.P% 1, as constructed in Lemma 6.8, is a well-defined control category.

3. The canonical interpretatioh— ]9 : Ay — PY, 7 interprets each typing judgment by its own
standard form.

Proof. If 7 is a theory, then the three conditions hold by the results of the previous section.
Conversely, assume the conditions hold. Then[) : Ay — P% ;- is an interpretation in a
control category, and it validates exactly the equation§ inThus7 is a call-by-name\p-
theory. U

One can use this characterization to give a sound and complete axiom axiomatization of the
call-by-name\u-theories as follows. We write R\M/), respectively FNA ), for the free object
and control variables of a teri¥. As before, we identify terms up t@-equivalence, renaming
bound variables as necessary to avoid captures. We consider three kinds of substitution. We write
M[N/z] for the usual substitution of a terfd for an object variable: in M. We write M [/ /o]
for the substitution of the context variakléfor the context variable in M, andM[o/ /o, 5’/ 5]
for two such substitutions performed simultaneously. Finally, we consider the so-néked
substitution If M is a term,C(-) is a context, andv a hame, then thenixed substitution
M[C(=)/[a](—)] is the result of recursively replacing i any subterm of the fornn](-) by
C(-), and any subterm of the forfa;, az](-), wherea € {ay,as}, by C(ua?.[ay, az)(-).
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More formally, M [C'(-)/[a](-)] is defined by recursion oi/. The two important clauses are

([a] M) [C(=)/[a] ()] C(M[CH/]a]()]),
([a1, a2] M)[C)/[a](=)] = C(ua’.lay,a]M[C-)/[a](-)]) if o € {a1,as}.

Mixed substitution commutes with all other term forming operations, avoiding captures as nec-
essary.

An axiomatization of the call-by-namgu-theories is shown in Table 6. To make the axioms
more readable, we have not shown the typing contexts explicitly; we assume each equation to
be placed in a typing context which makes the left-hand side and right-hand side well-typed.
By a congruence relation on terms we mean a set of equations which is reflexive, symmetric,
transitive, and closed under the term formation rufesu{es) and under weakening.

Theorem 6.12 (Axiomatization of call-by-name\u-theories). Let7 be a set of equations of
the disjunctive\u-calculus over some fixed signature. THEns a call-by-name theory if and
only if it is a congruence relation on terms that satisfies the equations in Table 6.

Proof. Soundness is easily verified, for instance via the CPS translation and Proposition 6.5,
together with appropriate substitution lemmas. The proof of completeness is a long and tedious
verification of the properties in Proposition 6.11. L]

Remark 6.13. Pym and Ritter (1998) have given a strongly normalizing, confluent reduction
semantics to the call-by-name disjunctivg-calculus based on a similar set of axioms, using a
slightly different syntax.

6.5. Comparison with the Plotkin call-by-name translation

Our call-by-name CPS translation is based on that of Hofmann and Streicher (1997). It dif-
fers from Plotkin’s original call-by-name CPS translation for the simply-typed lambda calculus
(Plotkin 1975) by introducing fewer double negations. To obtain Plotkin’s call-by-name transla-
tion from ours, change the definition &f4_, 5 to

Kis,p = (C4—Cp)—R.

Notice that this is isomorphic to(C4 x Kg) — R) — R, and thus to the double negation

of our definition of K 4_.g. One can regard this as a way of working around the absence of
products in the target language. In the definition of the CPS translation, one changes the clauses
for application and lambda abstraction accordingly:

MN = MEB M(Am©a—C mNk) whereM : A — B, N : A,
AA M = MeFKa-z k(\xC@a M) whereM : B.

This is precisely Plotkin’s 1975 call-by-name translation of the simply-typed lambda calculus.
Notice that it induces a different semantics than the Hofmann/Streicher translation: for instance,
Plotkin’s translation does not validate the fyllaw, whereas the Hofmann/Streicher translation
does.

Plotkin's translation, too, can be formulated categorically. The Plotkin call-by-name interpre-
tation[ — ], of the Au-calculus in a control category is defined just like the standard one, except
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Table 7.The CPS translation of the call-by-value-calculus

T = KA gz wherez : A

A = kK4 ke

¥ = AEKT kx

(M, N) = MKarB M(AmVa N(AnVE k(m,n))) whereM : A, N:B
mM = MEKA M(OAmVArB krim) whereM : AA B
To M = MKB M(AmVAAB kmom) whereM : AN B
MN = MKB M(OmVa—-B N(AnVA.m(n,k))) whereM : A — B,N:A
AzA. M = MkKa—B k(N &, c)Va*Ks M) whereM : B

M = KL Ma whereM : A

pat. M = afKa M« whereM : L

[, B]M = KL Ma, 8] whereM : AV B
plad, BB) .M = Ma,J¥ave Mx whereM : A

for the following changes: the interpretation of the function type is changed to

[Alp

)

and the interpretation of application and abstraction are changed to

[OFMN:B | A], = ©-BIe () ae o n) (g p) Lo TRXARE),
(BARA) (A A) L (BAxA)BRA 22, BYA,
[CFXAM:A—B|A], = F—[[M]]p>(B7S’A)Ai>BA?§’A 9paBA J_LBA%)A.

One easily checks that the categorical definition coincides with the syntactic one. Thus, the
Plotkin call-by-name semantics can be seen to introduce “one extra thunk” for functional clo-
sures.

We remark that the u.-calculus with Plotkin’s call-by-name semantics daesform an inter-
nal language for control categories; in particular, the interpretation of the object constructors is
not sufficient to span the category.

7. The call-by-value interpretation of the Ap-calculus
7.1. The call-by-value CPS translation

Using the same target calculus as before, we define a CPS translation for the call-bypsalue
calculus over a signatui@, K).

Definition 7.1 (Call-by-value CPS translation). As before, we assume that the target calculus
has a type constatfor each type constaat € B of A\u. For each typed of the Au-calculus, we
define three type¥ 4, K4, andC 4 of the target calculus, called respectively the typsaifies
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continuations andcomputationsof type A:

Vo = o0, whereo is a type constant
Vr = 1,

Vars = Vax Vg,

VAHB = VA X KB — R,

vy = Oa

Vave = Va+ Vg,

KA = VA — R,

Ca = Kg— R.

Again, we assume that for each object variabBnd control variable: of the Au-calculus, there

is a distinct variable or & of the target calculus. Further, we assume that the target calculus has
a constant of type V4 for each object constant' of \.. The call-by-value CPS translatiod

of a typed term\/ is given in Table 7. It respects types in the following sense:

21:B1, ..., xy:Bo FM A | ag:Ay, .. A
1:VB,, o F0: Ve, a1 KAy, @K, F M i Ca
The difference between the call-by-name and call-by-value interpretations is that in the latter,

object variables are interpreted as values, and not as computations. We alotwiife: A | A
for the translation of a typing judgment, and similarly for equations.

@)

Notice that in the call-by-value CPS translation, the clauses for the control operators are identi-
cal to the ones for call-by-name, modulo the identificatiofngf3] with («, 5) under the canon-
ical isomorphism(A + B — R) & (A — R) x (B — R). The clauses for the pure lambda
calculus part are essentially Plotkin’s original ones for call-by-value (Plotkin 1975), except that
Plotkin did not use a target calculus with pairs and would have defiheds = V4 — Cp.
However, unlike in the call-by-name case, our call-by-value translation coincides with Plotkin’s
up to isomorphism of types.

As usual, the clauses for pairing and application fix a particular evaluation ordéf fand
N, and in each case, the opposite choice would have been equally plausible.

Definition 7.2. Let M and N be terms of the\u-calculus such thal - M : A | A and
I'FN:A | A Wesaythat\ andN arecall-by-value equivalentin symbolsM =, N, if
M =g, N.More generally, ifT is a theory of the\®®***-calculus, we define theall-by-value
Au-theorygenerated by to be the set of equatiodss | E € T}.

Remark 7.3. This notion of a call-by-value theory corresponds to Moggiscalculus more
closely than to Plotkin’s\,-calculus (Moggi 1988; Plotkin 1975). It is well-known that the:
calculus derives more equations than Mecalculus; for instance, the equatith:.z)M = M
is validated by the\.-calculus and by the CPS translation, but it is not derivable inthealculus
(Moggi 1988, Rem. 4.1). See also the axiomatization in Section 7.4

7.2. The interpretation of the call-by-valueu-calculus in a co-control category

As before, we can interpret the target calculéis of the CPS translation in a response category
C. By Property (2), the interpretation of a typing judgmentB;,...,z,:B, &b M : A |
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Table 8.The interpretation of the call-by-valueu-calculus in a co-control category

inl

[CFzi:B; | Ay = 1Y% B N B+A

[CHe:A] AL = rLr& A oA

[CE+:T | Al — i A

T (M,NY: AAB | Ale = Ta2Ta@Ty 2084 4 op, BN, 40 p

[C-mM:A| Al = M4 g By M A4 A

[TEmM:B | Aly r My 4@ Byra W9 pia

T+ MN:B | Al = Ta2Ta @y MEED@ETINT) -y gy o4 2P R

FxAM:A—B| AL, = a2 4 o5, wheref:FA®Ai(r®A)AM>B

[TFfoa]M: L | Aly = e A MR ALA YA 2 04A

[Tk pat.M: A | Al r My o ara 2 oaga

[T F fo, o] M 2 L | Ay = % At A A DR A LA pA TEAIY A = g
[M]o

[CF e, BB).M:AVB | Al, = I' —% 0+A+B+A = (A+B)+A

a1:Ay, .. Ay, IS @ morphism
Vg, X ...x Vg, x Ky, x...xKy, — Ca.
By currying, and using 4 = R¥4, one gets
Kax Ky x...xKy, — RVE1XXVEn
which is a morphism iR€. Using the premonoidal structure, one can rewrite this to
KaxKa x...xKy, =K ¥...%Kp,.

Thus, we have eliminated the typ€g andC 4 from the interpretation. Just as for call-by-name,

it is now possible to give a direct categorical interpretation of the call-by-valuealculus in

a control category. However, since the arrows go “the wrong way”, it is more natural to state
the interpretation in terms of co-control categories. Thus, the above typing judgment will be
interpreted as a morphism is a co-control category:

KB]®...®KBnHKA—I—KAI—F...—FKAm

Recall from Sections 4.1 and 4.2 the weak closed structure on a co-control category, which
is given by the operatioml —o B and the mapspp : (A — B) ® A — B andcurry :

(C® A,B) — (C,A — B). This structure is used to interpret the call-by-value function
type. Notice that it satisfies some of the laws that one would typically expect for call-by-value
function spaces, for instande—o A = (A —©0) ©0) ¥ A, A o B=(A® (B —0)) o0,
I=~=0—0,etc.

Definition 7.4 (Categorical interpretation: call-by-value). LetP be a co-control category. The
interpretation of the\u-calculus with signaturéB3, K) proceeds relative to a choice of an object
¢ for every type constant € B. Each type constructor is interpreted by the corresponding object
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constructor of co-control categories:

[o]w = a, whereo is a type constant

[T = 1,

[[A A\ B]]U - [[ ]]1) & [[B]]m

[[A - Bﬂv = [[A]]v —0 IIB]]U,

[[J-IIU = Oa

[AvB], = [A],+ [B]e-
For an object context = x1:By,...,x,:B,, we write[I'], = [Bi1], ® ... ® [Bn]w, andw;
for the ith weakening map. For a control conteXt= «;: Ay, ..., am: Ay, we write[A], =

[Ai]o +...+[An]w, andin; for the jth injection. Typing judgments are interpreted relative to a
choice of acentralmorphismé : I — [A], for each object constant' € K. The interpretation
of atyping judgment' + M : A | Ais a morphism

[[F EM:A | A]]v : [[F]]v - HAHU + IIA]]’Ua

defined by recursion oA/ as shown in Table 8. In the clauses in Table[8/], : T — A
refers to the co-curried form ¢f\/], : T — A+ A.

Notice how in the clauses for application and pairing, the premonoidal structure forces us to
choose an evaluation order. In these claudéss evaluated beforéy.

Lemma 7.5.1f P = RC is a category of continuations, then the call-by-value categorical
interpretation of the\u-calculus inP°P coincides with the interpretation of the call-by-value
CPS translation inR€. O

Again, it is easy to check the Lemma by induction on terms. The Structure Theorem 3.18 then
immediately yields soundness and completeness for theories:

Proposition 7.6 (Soundness and Completeness)he theories induced on thg:-calculus by
the call-by-value categorical interpretation are precisely the theories induced by the call-by-
value CPS translation. U

We remark that the use of co-currying in the clauses for pairing, application\-abdtraction
is essential, even though it looks innocuous. The reader is invited to check, for instance, that
[ (M,N): AnB | A],isnotequal to

R[N
—_—

r 2 rer 29 Ay eoT (A+A) @ (B+A) L (A® B) + A,

no matter which of the natural mags: (A+A) ® (B+A) — (A ® B) + A one chooses
(there are two such maps). Also notice the use of the co-curried form of the interpretation in the
following lemma.

Definition 7.7. A valueof the call-by-value\p-calculus is a term in the grammar
V=g | A | « | V,V') | mV | mV | Az M | (o, B8).[a]V | w(a?, BB).[8]V,
where in the last two cases, neitlenor 5 occurs freely inl/.

Lemma 7.8. If Viisavalue, thed[T' -V : A | A], : T'a — Alis central.
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Table 9.Co-control category operations on typing judgments

Nullary operations:

id = z:A F oz A

m] = xz:l Fopalz: A

inl = A F o ou@?,BB). )z AV B

inr = x:B Foou(e?,8B).8lz: AV B

> = =B Eoop(yA=DAE o) [y](Ay? faly,z) : (A— L)AB)V A

a = zmAAN(BACQC) F o {((mz,mimex), mamaz) : (AANB)AC

| = xAANT F omax: A

c = x:BANA F (moz,miz): ANB

t = x:A Eox: T

A = z:A Fo(zz): ANA

d = z(AVB)AC  R(EANC, gBACY [8](uaA [ (48P [a, Blmr, ma), o)
(ANC)V(BAC)

st = z((A—= LD)ABYAC F+ (mmuz, (memix, mz)) : (A— L)A(BAC)

Binary and unary operations:

f= ©m:A-M:B g= z:BFN:C
gof= x:AF(xB.N)M:C
f= x:BFM:A g= z:CFN:A
[F,al = 2BV CF a0l M)(uBP (]l N) (i[5, 7]2)) : A
f= x:BFM:CVA
= w(A= DABF 00 (ma)(pal [y, a] e M)(m32)) : C
f= ©A-M:B
f®C= mAACF (Az?.M)(miz), m2x) : BAC

Proof. Recall from Section 4.1 thaurry(f) is always central. This settles the case wHére
is a lambda abstraction. The other cases are equally obvious. Ll

Remark 7.9. Since we are interested in equational theories, and not in reduction semantics, we
are more liberal with the definition of a value than one would otherwise be. Our notion of value
corresponds to the existence predicate ofthealculus in (Moggi 1988), and it includes terms,
such asr (V, V'), that are not in normal form.

7.3. The call-by-value\p-calculus is an internal language for co-control categories

The results in this section are analogous to those for the call-by-name calculus in Section 6.3.
Just as we were able to define the structural operations of a control category syntactically by
operations on typing judgments under the call-by-name interpretation, we can do the same for
the structural operations of a co-control category under the call-by-value interpretation. The op-
erations on typing judgments are shown in Table 9.

Lemma 7.10. The operations on typing judgments in Table 9 define the corresponding struc-
tural operations on a co-control category under the call-by-value interpretation, up to natural
isomorphism of objects. Ul

Definition 7.11 (Syntactic co-control category).For a\p-signature: and a call-by-value the-
ory 7, we construct theyntactic co-control categor¥?§, - as follows: The objects dPy; - are
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the types of the language. The object constructors are given by the corresponding type construc-
tors, whereB 4 is defined agA — L) A B. Morphisms fromA to B are named by valid standard

form typing judgments:: A - M : B. Two typing judgments:A+ M : Bandz:A+ N : B

name the same morphism(if: A+ M = N : B) € 7. The operations of a co-control category

on morphisms are defined as in Table 9.

Lemma 7.12. Py, + is a well-defined co-control category. U

The canonical call-by-value interpretatipr- ]9 of the \u-calculus with signatur& in P%, ,
is defined bys := o andé := x:T | ¢ : A. The interpretation of each typing judgment is Céll-by-
value equivalentto its standard form. The (&, -, [ — 19) is determined up to isomorphism by
the universal property: For eadhrrespecting call-by-value interpretati¢r- |, in a co-control
categoryP, there is a unique strict functor of co-control categoties Py, » — P such that
F[A]Y = [A], forall AandF[T F M : A | A]Y = [T+ M : A | A], for all valid typing
judgmentd' - M : A | A.

Definition 7.13 (The internal language of a co-control category)Given a small co-control
categoryP, we construct from it a signatute and a call-by-name theof¥. The type constants
are again the objects &, and we take one object constant'—? for each morphisnf : A —

B. Consider the canonical interpretation of this languagP ithat interprets type constants by
themselves and object constanjs'—Z by curry(f) : I — (A — B). Recall from Section 4
thatcurry(f) is always central, and thus this interpretation is well-definedZLby the induced
call-by-value theory. The pa{Z, 7) is called thenternal call-by-value languagef P.

Lemma 7.14. If (X, 7) is the internal call-by-value language of a co-control categBrythen
Py, ~P.

Proof. Each morphisny : A — B is the denotation of:A F cyx : B. Thus, the canonical
interpretation of the internal languagelis onto objects and morphisms, and hence the canon-
ical functor of co-control categorid3y,  — P, which exists by the universal property, is full
and onto objects. It is faithful by definition Gf. Thus, P, - ~ P by Lemma 3.17. ]

7.4. An axiomatization of the call-by-valug:-theories

An analogue of Proposition 6.11 holds for call-by-value theories:

Proposition 7.15. Fix a signatureX. Then a congruence relatioh on typing judgments is a
call-by-value)u-theory if and only if all of the following hold:

1. An equation is ir¥” if and only if its standard form is iff".

2.P%, 1, as constructed in Lemma 7.12, is a well-defined co-control category.

3. For every object constant the morphismx: T F ¢ : Ais central inPy; 7.

4. The canonical interpretatioh— [ : A — P%  interprets each typing judgment by its own
standard form, up to natural isomorphism of'types. Ul

As in the call-by-name case, we use this characterization to give a complete axiomatization
of the call-by-value\u-theories. The axioms are shown in Table 10. As before, we have omitted
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Table 10 Axioms of the call-by-valugp-calculus

Axioms for the lambda calculus with products:

(B=) letzd =VinM = M][V/z]: B

(n—=) Izt Ve = V:B if z ¢ FV(V)
Br)  mi(Vi, Va) = V;: A

(nA) (mV,maV) = V:AAB

(nr) = =V:T

(id) letz? = Minz = M:A

(comp lety® = (letzA = MinN)inP = lete® = Minlety®? = NinP:C if z & FV(P)
(letapp) MN = letzA~B = MinletyA = Ninzy: B if z & FV(N)
(letpair) (M, N) = letzA = Minlety® = Nin(z,y) : AANB if x ¢ FV(N)
(lety) mM = letzd1M2 = Minmz: A;

Axioms for Ap and disjunction:
© letz4 = pa.Min N = pBB . MlletzA = (-)in[B]N/[a](-)]: B if 8 & FN(M, N)

By [opat.M = Ml[a'/a]: L

() patalM = M:A if o & FN(M)
Bv) o8 e, B5).M = Mo/ /e, 8'/8] + L

mv) (et 55).[a, BIM = M:AVB if o, B & FN(M)
Br) e M = M:1

(lethame [a] M letzd = Min[a]z: A

(let,ame) [o, BIM letz4 = Min [, 8]z : A

the typing contexts. We also use the customary notdtete = M in N) to denote the term
(AzA.N)M. The letters/, V1, andV; denote values, as defined in Definition 7.7.

Theorem 7.16 (Axiomatization of call-by-valueAu-theories). Let7 be a set of equations of
the disjunctive\pu-calculus over some fixed signature. THEris a call-by-value theory if and
only if it is a congruence relation on terms, satisfying the equations in Table 10.

Proof. Soundness is again easy. Completeness is proved by verifying the conditions of Propo-
sition 7.15. [

Remark 7.17. The above axiomatization combines Moggi's axioms for the computational lamb-
da calculus, some of Ong and Stewart’s axioms for the call-by-vglsealculus, and the obvious
axioms for disjunction. The reader will easily verify that certain other axioms, which are not
included in our list, are derivable from it, for instance the following two equations, which each
assert the emptiness of the type

(empty I'yx:l F M = N:A | A
(L) r F (letzt=MinN) = patM:A | A if « & FV(M)

8. Filinski duality for the Ap-calculus

We have shown that the call-by-namg-calculus is an internal language for control categories,
and the call-by-valugu-calculus is an internal language for co-control categories. An immediate
but surprising consequence is that the call-by-name and call-by-value calculi are syntactically
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Table 11.The syntactic translation from call-by-value to call-by-name

On types:
(o) = o, whereo is a type constant
() = 1
(AAB) = (A)v(B)
(LD = T
(AvB) = (A)A(B)
(A—-B) = ((B)—(4)) — L
On terms:
() = Al 2]k
(c4) = Al [k
(=) = (Mg
(M, N)) = AU (M) (pa ) (N) (uy 1D [z, )
(1 M) = Al (M) (), y1B).[a]x)
(ma M) = B (M) (u(2, y1BD).[y]k)
(AzA . M) = XelA=B) x(ABB pat.(M)3)
(MN) = k0B (M)A IBV =14 (N) (vk))
([e] M) = Al (M)a
(le*]M) = AxlD ()4
(pa . M) = Al 2l (M)*)k
([ev, B M) = Al (M)(a, B)
(u(a?,8B).M) = A(AVB) (AaA NGB .(M)*) (71 k) (m2k)

isomorphic to each other. More precisely, there are syntactic translations from call-by-value to
call-by-name and vice versa, which are mutually inverse up to natural isomorphism of types and
equivalence of terms.

Such a duality between call-by-value and call-by-name equational theories was first discov-
ered by Filinski (1989) in his work on the symmetric lambda calculus. Filinski’s calculus treats
continuations as first-class objects and it has a special syntax that stresses the symmetry between
continuations and values. Unlike Filinski, we are not working with a custom-made language.
However, the categorical semantics reveals a close connection: it is not difficult to see that Fil-
inski's symmetric lambda calculus forms another internal language for control categories, and
thus that its expressive power equals that of the disjunctivealculus. Thus, the categorical
semantics provides a unified framework in which such dualities can be explained in a way that is
independent of any particular syntax.

Computationally, the duality between call-by-name and call-by-value can be understood as
a duality between demand-driven and data-driven computation, which reverses the direction of
data. Proof-theoretically, it is an extension of De Morgan duality from formulas to proofs.

Formally, the translation of a call-by-name langu@ie7 ) into a call-by-value language can
be achieved by forming the syntactic control categBfy -, and then considering the internal
call-by-value language dfP$; -)°P. Similarly, one gets a translation from call-by-value to call-
by-name. However these translations are not optimal, because they introduce a lot of unnecessary
constants.

It is possible to optimize the translations in such a way that no additional constants are intro-
duced. To do this, we need to extend the syntax ofthealculus just slightly and allow a set



Peter Selinger 42

Table 12.The syntactic translation from call-by-name to call-by-value

On types:
(o) = o, whereo is a type constant
{Th = 1
{AAB) = (A)V{(B)
QLD = T
{AvB) = (A)A(B)
{A—B) = ({(A) = L)A(B)
On terms:
{z) = {4 [z]k
) — )\,.@<\AI>,[C<IA\>},€
%) = A{Th g
((M,N)) = Ae{ANBD (M) (uadAD (N (py 15D [z, y]K))
(w1 M) = A{AD (M) (u(z140 yIBD) [z]x)
(mo M) = AIB M) (4D, yIBD) [y]x)
(AzA. M) = A= BD (1) (ua{AY (M) (m2k))
(MN) = X&IBY (M)(N), k)
([a] M) = AL (M)a
([e*)M)) = AxlLh (M) olab
(pat. M) = A=l4D (a4 (M)+)k
([ev, BIM) = AL (M) (a, B)

(u(a?, BB).M) AIAVBD (oA NBB (M%) (1K) (12k)

K’ of typedcontrol constantsin addition to the usual object constants. Thus, a signature for the
extended language is a trip{#, IC, K'). We extend the definition of named terms to the case
[04] M, whereo? is a control constant. The semantics generalizes effortlessly to this extension.
The translation between the call-by-value and call-by-name calculi exchanges object and con-
trol constants. It also exchanges object and control variables, and it reverses typing judgments,
turning terms “inside out”. Thus, a call-by-value functionroirguments withn possible return
addresses gets translated into a call-by-name function afguments with: return addresses.
More precisely, the translations preserves typing in the following sense:

21:B1, ..., xn:Bp b M A | a:Ay, .. ami A
a1:(A1), .., am:(Am), @A (M)e: L | z1:(B1),...,z,:(By)

Because terms are turned “inside out”, a special varialdppears in the translation that rep-
resents the “outside” of a term. The variabl@lays a similar role as the current continuation

in a CPS transform. The two translations are shown in Tables 11 and 12. Notice that they are
identical, except for the translations of function types, lambda abstraction, and application.

Proposition 8.1. Both translations preserve CPS transforms, and thus the categorical semantics,
up to natural isomorphism of types. It follows that the two translations are mutually inverse, in
the sense that

M =, pa.((M)a)= and M =, pa.{(M)a)x,
up to natural isomorphisms of types. ]

Note that, because the translations preserve CPS transforms, a term and its translation evaluate
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in precisely the same manner. Thus, the translations do not just preserve equational theories, but
in fact, the operational semantics as well. In particular, given appropriate notions of observation,
they also preservebservationakquivalence.

Remark 8.2. The fact that the tensor product in a co-control category is premonoidal, and not
monoidal, is reflected by the well-known fact that in the call-by-value calculus, the following
two terms are not equivalent in the presence of side-effects (Thielecke 1997):

letz4 = Minlety? = Nin P,
lety® = Ninletz? = M in P.

On the other hand, in call-by-name, these two terms are equivalent. The dual of this phenomenon
is given by the following two terms, which are equivalent in call-by-value, but not in call-by-
name.

letz4 = pa?.(lety® = upB.Pin N)in M,

lety? = up?.(letz? = pa?.Pin M) in N.

Appendix A. Some proofs from Section 3

In this Appendix, we give some technical proofs that were omitted from Section 3. These are
included for completeness and reference, and need not be consumed in the first reading. Most of
these proofs are diagram chases that are more easily done by hand than typeset.

For any objectsA, B, andC, letwdy p.c : (A% B) x C — (A x C) % B be the map given
by

% O (A% B)xw

wdypc = (A% B) (ABB)x (CB3B)L (AxC)3B.

Thenwd, g ¢ is natural inA andC, and natural in discardable, becausev andd are. More-
over,wd satisfies coherence:

(A®B®C)xD AX B
wdl k\ IxBl \
(ABB)xD)BC) "L (AxD)3BRC, (ABL)xB-"~(AxB)¥1,

(A B)xCxD
deDl wd

(AxC)®B)x D2~ (AxCx D)X B.

These follow from naturality and coherencedodindw, which in turns follow immediately from
their respective definitions. Symmetrically, define
WABNC) (B Ay« (BRCO) S BB (AxO),

(ABB)x (ABC) L A% (B x O).

Wde,B,C = A X (B ?S) C)

wdipe = (ABB)xC AN



Peter Selinger 44

These arrows satisfy similar coherence conditions, and the following joint coherence conditions:

(ABB)x (C3 D)~ (Ax (CHD)3B

wd’ l lwd’%’B

CR(ABB)x D) c®(Ax D)3 B
and

(ARBRC)x D"~ AR (BB C) x D)

Wdl lA%’Wd

(ABB)x D)3 C 2 A5 (Bx D)5 C.

This follows again from naturality of and coherence fow andd.

Proof of Lemma 3.1(1)Consider

(BABCRD)x A—"> (BARC)x A) 3D L (BAx A)3CH D
(s?yD)xAl (sxA)?yDl le"’?Ci’?D

wd

(BRO)YABD)x A (BRCO)AxA) 3D —2 > BRonD.
The left square commutes by naturalitywfl. The right square commutes by definition of

Currying along the top and right, one geig 5 czp. Currying along the left and bottom, one
getssa gxc,p © (Sa,B,c B D). U]

Proof of Lemma 3.1(2)Consider

€

The triangle commutes by coherencevaf, the square by naturality ¢f Currying clockwise,
one getglz)4, currying counterclockwise, one geis 5 | o lpa. L]
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Proof of Lemma 3.1(3)Consider

(SBD)x A Bs)x A

(B?XCA?S’D)xA—>(B?5’(C?yD) ) x A

(BBC)A3 D) x A

wd (B®CA)x A)B D B ((CAR D) x A) wd”
wd'’ 7 B7%wd
(s ><A)7?D B73’(s><A
(BB C)A x A) 3 BR(CAx A)BD ¥ ((C B D)A x A)
\ lBWei’M
B%e
BRCHD.

This commutes. Currying clockwise, one ggls; 2 © (B ?Sa,p,c). Currying counterclock-
wise, one getsy pzc.p © (s’AB’C X D). ]

Proof of Lemma 3.1(4)Consider

B17S’C x 1 (BBC) x1
(B“‘S’C (18C)—>pBlyC m
(B!x1)®C BRC.

Clearly this commutes. Currying clockwise, one gets the natural ccc isomorphism, and currying
counterclockwise, one gess 5 ¢ ]

Proof of Lemma 3.1(5)Consider

7
sS4 XA XA

(BA® O)A x A/ xA—— (BB C)*)A xA'x A

sxA'x A
—_—

(BMH)A 3 C)xA'x A
wdx A lexA ex A

(BAR C)xA—————> (BRC)AxA

(BHY <A B C)x A3 A

wd l wd

(BM)A xA'xA) B3 C AR (BAXA) B C ¢

cce

(BAXAxA'xA) B C. e B®C

This commutes; currying counterclockwise, we get. 4 g ¢, whereas currying clockwise, we
’
get(sa,p,c)? oSa pac. O
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Proof of Lemma 3.6(1)Consider

BAx (DBCRA)— -~ DR (BAx(CBA) -2 DR OR(BA X A)
px(D?XC?yA)l D%’(px(C’%’A))l lD:’Xcm
(CB B3 x (DRCHA) L DR ((CF B x (O3 A) 22~ pxC3B.

The left square commutes by naturalityweff. The right square commutes by definitionwf

Currying along the top and right, one g@ts 5 . Currying along the left and bottom, one
getsPezya,c3B,0 © Pa,B,C- 0l

Proof of Lemma 3.6(2)Consider

(BAB® D)x(C R A)

s><(C7§’A (pPBD)x(CRA)
(B® D)4 C?S’A (C®B)°?A 3 D)x(C X A)
C

®((BABD x(C %8 A))
C3wd wd' % D
C2(sx A) (PX(CBA)D
((B% D)AxA) C%®(BAxA) 3D (CBB)AX(C® A) XD
lc%’e%’/
C%e e®D
CR®B#AD.

The three upper parts commute by naturality and coherensel ahdwd'. The lower left com-
mutes by definition o§, and the lower right by definition qd. Currying along the left, one gets
P4 smp.c ©Sa,B,p- Currying along the right, one gess»a,cvp,p © (Pa p.c B D). U

Proof of Lemma 3.6(3)First, for anyA, B, andC, letpf : C% A — (C7S’B)BA be the curry
and uncurry op : B4 — (C' % B)°?4. Notice that

(C®A) C7hB

\ /
lcm

(C®A) x BA o AxBA

Wd//
BA

C7§’BB ) X

(8><BA)

3 (BB x BA)
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and thus, by currying and by definition sf

pr=0nA D% onptt 5 on BB
To show the claim, it suffices to show that

105 A4—2 s (105 BB

T g-Af.Ac.f(gc) l
- "5 (B

AC ( C)BA_
Now consider
10y AL oy pnt : (L% B)E”
s_lT Ts_l ls
(L3 40 l

— (L3 B ——=((L® B)#")® = ((L ¥ B)")5"

1% :

Ac (BBA)C cee

IR

(BC)B",
This commutes by naturality &f by the first commutative diagram in Definition 2.11, and by
Lemma 3.1(2). Along the top, we hapg, and along the bottong,>> Af.Ac. f(gc).

U]
Proof of Lemma 3.6(4)Consider

1x (B3 A) "

B#H(1xA)

) l ) l %\
id* x (BT A) B3(id* x A)
A x (BN A)

> B% (A% x A) —~= B R A.

The square commutes by naturalitywed . The triangle commutes by cartesian-closed structure.
Currying along the left and bottom, one gets , 5 o id’;. The arrow along the top is just, so
by currying one getid};z 4. O
Proof of Lemma 3.6 (p is natural id, B, dinatural in centralC'). Clearly, the family of maps
BAx (3 A) Y (oxpAyx (B AL 0R(BA X A
is natural in4, A’, B, and central’. Moreover,

C®(BAxA) LS cnB

is dinatural inA and natural inB and centralC'. Thus, it follows that 4 p ¢ is dinatural inA
and natural inB and central’’, and thug is natural inA and B and dinatural in central.

LemmaA.l. ¢: B4 x A — Bis discardable.
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Proof. The axioms say that; andn, are discardable, and thg§s = (iz)°4. From these
two facts, it follows that g4, 4, = (ip)“4 x i4. Now one has

(ip)®Axi
L U BAx A
(id,ia) le
ipx<oa ™
1 xA Bx1 B.
Clearly, the counterclockwise arrowiig. O

Lemma A.2. Letssy g c.p and wgy g ¢, p be the maps

ssupep = ACTBD S (AmBP)C L, (amB)P)C,
Wsipcp = (ABRB)xCxD2L2 (Ax0)3B)x D™, (AxC)3 (B x D).

Then the (double) uncurry of ss is

s, = (ACBBP)x (x D ACEPOD (AC )% (BP x D)
e (—) AR

—> AR (BP x D) — AR B.

Proof. Consider

C
(A€ 3 BP) x C x DZCL (4% BPYC 5 0 x B —X(A% B)P)C x O x D

leXD leXD leXD

(A€ x )3 BP) x D222 4By x D — P (4B x D
lwdll lwdll le
(AC % )3 (BP x D) — "> 43 (BP x D) Ave A% B.

The top left square commutes by definitionsofr he top right square commutes by naturality of
e. The bottom left square commutes by naturalityvaf; ; . in discardabled, and becauseis
discardable by Lemma A.1. The bottom right square commutes by definitigin of [l

Lemma A.3. The following two diagrams commute:

(BRB)x (CBA)— 2o (BRB)x (CHA) x (C A)

lwd’ l —x (wd”;C7wd")
C3((BRB) x A) (BEB)x (CRCH (Ax A))
lcm((B?yB)xA) lwd’

CR(BRIB)x Ax A) <2 CRCB (BB B)x Ax A)
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(BBB) x (CBA) x (CFA) —"> (Bx (C3A)F(Bx(C3A))
lx(wd";ci’?wd’) lwd/%’wd’

(BB B) x (CBC (A x A)) CB(BxA)BCH(Bx A

lwd/ l?ycm

CBCB(BIB)x Ax A) — 0B CN (B x A) B (B x A).

Proof. Two straightforward diagram chases from the definitions. I

Proof of Lemma 3.6 (p is centrall.et f : D — E. Consider the following cube:

(B® D)4 (C%® B% D)C34
S
BA XD pyD (C 3 B)C7§’A 2D (CygBygf)C:?A
(BBf)*
(CBB)CBARf
BAny (BB E)A P > (3 BB E)CIA
S
/ /
BARE PYE (CR BN E

The top and bottom faces commute by Lemma 3.6(2). The left and right faces commute by
naturality ofs. The back face commutes by naturalitymfThus, the front commutes, which
shows thap is central. O

Proof of Lemma 3.6 (p is copyable).Consider the following diagram, whe€&A abbreviates
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(C®A).
(CB®B)AR(CB B)Y) x CA
(P7p) x = &;
(BA® BA) x CA —xA (CB®B®C R B4 xCA
—xA (CBB)AR(CHB)°4Y) x CAxCA —xA
(p%)%7 &)
(BA®BA)Yx CAx CA ws (CBBRCRB)YY A% CAxCA
ws|  ((CB®B)°A x CA) B ((CRB)“4 x CA) ex—e
(pr)W &
(BA x CA)® (BA x CA) C®BHCHB
W /M(cm)
CR(BAx A)BCR (B x A) CRAB
ORI CB®CHBAB
—BeB—;— B —De
CRCO%(BAx AR (BA x A) vav

C7%B.

The two top squares commute trivially. The next square commutes by naturalityafd the

fact thatp is central. The next square commutes by Lemma A.2. The big triangle commutes by
definition and centrality op. The parallelogram commutes by naturalitycwfClockwise, one

has the curry ofp % p); V, which can be seen with a few simple ccc manipulations. Along the



Control Categories and Duality 51

counterclockwise arrow, we continue with the diagram

(BA® BA) x (O3 A) x (C 3 A)

(BA® BA) x (OB A) (BA X (CB A) B (BA % (C® A))
—x (wd”;CBwd’)
wd’ (BA 7§’BA) X (C nCw (A X A)) wd’ Zwd’
C % ((BA® BA4) x A) wd' C%®(BAx A)RCR(BAx A)
OB(—xA) CBOB((BADBA) x Ax A) B
CB®((BA®BA) x Ax A) CR®CR(BA X A)®(BA x A)
\7S’W:S Z%’X’—/
O (ssx—) C® (B* x A)® (B4 x A) ~ReR— BB
—BeB—;—B—e
C®((B®B)M)A x Ax A) —— CB®CH¥BAB
NFT oy vay

The two top cells commute by Lemma A.3. The rest commutes by the facvtigatentral, and
by Lemma A.2. Along the counterclockwise arrow, we continue with the diagram

C'¥ ((BA BA) x A)

wd > %\XA)
(BA® BA) x (C® A) cB3(ssx—)  C N ((BA®BA) x Ax A)
sSX — C®(((B® B)M)A x A) C(ssx—)
wd %A)
(B®B)M)4 x (C® A) =~ CR®(((B®B)MA x Ax A)
= C X ((B®B)A*4 x A)Cyg( ) =
V \_X CZ(exAse)
(BB B4 x (C® A) RV xA) CR®(BR®B)A*4 x Ax A)
%
VA x— y C®(BA x A) C®B%®B
W/ C%e /
BA X (C A) \C?XB v
F)X\ /

(CR® B4 x (CRA)

The three left squares commute by naturalityvof. The bottom triangle commutes by definition
of p; everything else commutes by ccc operations. Finally, currying counterclockwise, we get

A3 A Y, BA R (03 B)OPA,
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Thus, the last three diagrams show tf@afs p); V = V; p, and thus thap is copyable. ]
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