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Dep’t of Math and Stat
Dalhousie University

July 7, 2007

Prof. Carl Schwarz

Department of Statistics and Actuarial Sciences
Simon Fraser University

Dear Carl,

re: Approval of Courses for use towards fulfilling requirements for A.Stat.

Attached are course descriptions, syllabi, etc for a number of Dalhousie
courses which I would like to submit for consideration for approval. I under-
stand that it is courses which are being approved and not the programme
which is being accredited, but I have nonetheless included a short description
as to where I think the courses fit into the general AStat application.

For all approved courses, the minimum grade required will be set at B-.

Thank you for your consideration of this matter.

Sincerely,

Bruce Smith
Director of Statistics











Module

‘ Accredited Course

Mathematics Modules

1. Calculus I

{Math 1000 (Calculus I) AND Math 1010 (Calculus II)}
OR {Math 1215 (Calculus I for Life Sciences) AND Math 1010}
OR Math 1500 (Calculus)

2. Calculus 11

Math 2001 AND Math 2002 (Intermediate Calculus I/11)

3. Linear Algebra

Math 2030 (Matrix Theory and Linear Algebra I) AND
{Math 2040 (Linear Algebra II) OR Math 2135 (Linear Algebra) }

Statistics and probabilit

y modules (7 courses)

4. Mathematical Statistics

Stat 3360 (Probability) AND
{ Stat 3460 (Intermediate Statistical Theory) OR
Stat 4066 (Advanced Statistical Theory I) }

5. Linear Regression

Stat 3340 (Regression and Analysis of Variance)

6. Design of Experiments

Stat 3350 (Design of Experiments)

7. Survey Sampling

Stat 3380 (Sample Survey Methods)

(If only one of Stat 3350/3380 are taken, the other must be replaced by a course from the list

below.)

8,9,10.
Stat Electives

Select three from

Stat 3345 (Environmental Risk Assessment)

Stat 4100/5100 (Survival Analysis)

Stat 4300/5300 (Topics in Statistics and Probability)
Stat 4350/5350 (Applied Multivariate Analysis)

Stat 4360/5360 (Robust Statistics)

Stat 4370/5370 (Stochastic Processes)

Stat 4390/5390 (Time Series Analysis I)

Stat 4620/5620 (Data Analysis)

Stat 5500 (Topics in Advanced Statistics)

Stat 5630 (Statistical Methods in Molecular Evolution)

Computer Skills

11,12.
Computer Skills I and II

Stat 2050 (Exploratory Data Analysis) AND
CSCI 1100 (Computer Science I) AND
{CSCI 1101 (Computer Science IT) OR
Math 2400 (Intro to Numerical Computing)}

Communication Skills

one Dalhousie Writing Class (see Note 6)

Substantive Area

{Any 3 courses at the 3000+ level from one
subject other than STAT or MATH} OR

{ 2 courses at the 3000+ level in each of
two subjects other than STAT or MATH }






Notes:

1.

The courses Stat 3340,3350, 3360, 3380, 3460 and 4066 are cross-listed
as Math, with the same numbers.

. All 4000 level Stat courses are cross listed at the 5000 level.

Stat 4390 is additionally cross-listed as Oceanography 4210/5210.

Stat 4300/5300 and Stat 5500 are topics courses. Topics change from
year to year, and so credit may need to be approved on a case by case
basis. Three recent examples are submitted: Stat 5500 (Statistical
Data Mining), Stat 5300 (Analysis of Longitudinal Data), and Stat
4300/5300 (Space Space Models).

Calendar entries only are attached for Math and CSCI courses. This
is also the case for Stat 5630, which is a new course, and has not yet
been offered.

. With respect to Communication Skills, all students graduating with a

Dalhousie Bachelor’s degree must satisfy a formal Writing Requirement

Following is the list (taken from the Calendar) of writing courses which
satisfy this requirement.





B. Writing Class

One of the first five classes chosen should be selected from

a list of classes in which written work is considered frequently
and in detail. These writing classes are approved by the Writing
Across the Curriculum committee and are listed below:

CHEM 1000X/Y.06;

CLAS 1000X/Y.06; 1010X/Y.06, 1100X/Y.06;

Dalhousie Integrated Science Programme;

ENGL 1000X/Y.06;

ENGL 1010.03 and 1020.03 (both must be successfully completed in
order to satisfy the Writing Requirement);

GERM 1020X/Y.06; GERM 1080.06;

HIST 1005X/Y.06; HIST 1867X/Y.06;

King’s Foundation Year;

PHIL 1010X/Y.06;

POLI 1103X/Y.06;

RUSN 1020.03/1070.03 (both must be successfully completed
in order to satisfy the Writing Requirement);

RUSN 2051.03/2052.03 (both must be successfully completed
in order to satisfy the Writing Requirement) ;

SCIE 1111.03 (satisfies the requirement for BSc students
the Faculty of Science only);

SOSA 1050X/Y.06;

THEA 1000X/Y.06, 1300X/Y.06





Calendar Entries

CSCI 1100.03: Computer Science I.

This class provides a general introduction to computer science and
the hardware and software of computers. The main focus is on
programming skills in Java and how to apply these skills in solving
a variety of problems. Algorithmic concepts are stressed.
PREREQUISITES: Nova Scotia PreCalculus or Calculus Math or equivalent
EXCLUSIONS: CSCI 1202.03

CSCI 1101.03: Computer Science II.

This class is a continuation of CSCI 1100.03. It focuses on
Java programming and linear data structures.
PREREQUISITES: CSCI 1100.03

MATH 2400.03: Introduction to Numerical Computing.

This class introduces students to numerical techniques for solving
mathematical problems in the basic sciences (Mathematics, Physics,
Chemistry, Oceanography, Biology, etc.). Students will be introduced
to a programming language and computing environment and will learn to
use such computational tools as MATLAB or MAPLE. Topics covered will
include: introduction to the UNIX environment; introduction to C;
numerical integration and differentation; solving non-linear
equations; solving elementarydifferential equations; spline
interpolation; datafitting and graphing software on UNIX stations and
on PCs; scientific computing libraries and using the web to obtain
solutions to scientific computing problems.

PREREQUISITES: MATH 1000, Recommended: MATH 1010, MATH 2030.





MATH 1000.03: Differential and Integral Calculus I.

No later than the first week of class, students in MATH 1000.03 are
required to take a diagnostic test to indicate how they may proceed
with the class. This class offers a self-contained introduction to
differential and integral calculus. The topics include functioms,
limits, differentiation of polynomial, trigonometric, exponential and
logarithmic functions, product, quotient and chain rules, applications
of differentiation, antiderivatives and definite integrals,
integration by substitution. A sequel to this class is MATH 1010.03.
FORMAT: Lecture 3 hours, MLC

PREREQUISITES: Nova Scotia Mathematics advanced 11 and 12 or pre-calculus.
Pre-calculus is highly recommended.

MATH 1010.03: Differential and Integral Calculus II.

A continuation of the study of calculus with topics including: Riemann
sums, techniques of integration, elementary differential equations and
applications, parametric equations and polar coordinates, sequences
and series, Taylor series.

NOTES: Please note that section 7 of Math 1000 and Math 1010 is set
aside for students who want a stronger foundation in calculus.
Students contemplating a majors or honors program in mathematics or a
related field such as physics or chemistry, etc. are encouraged to
consider registering in this section. Sections 5 and 6 are for
students enrolled in engineering.

FORMAT: Lecture 3 hours, tutorial 1 hour, MLC

PREREQUISITES: MATH 1000.03

MATH 1215.03: Life Sciences Calculus.

This course emphasizes the application of calculus to the life
sciences. The concepts and content studied include derivatives,
techniques of differentiation, logarithmic and exponential
functions, optimization, basic ordinary differential equations,
integration, and techniques and applications of integration.





NOTES: Students who have already received credit for MATH 1215.03
cannot subsequently receive credit for MATH 1115.03

FORMAT: Lecture/tutorial

PREREQUISITES: Nova Scotia Mathematics 11 and 12 or
pre-calculus is highly recommended.

EXCLUSIONS: MATH 1000

MATH 1500X/Y.06: Calculus

This class is intended primarily for students who anciticipate taking
an honours programme in the physical or mathematical sciences. The
topics of MATH 1000/MATH 1010 are covered, but in greater depth.

MATH 1500 is equivalent as a credit to MATH 1000/MATH 1010.

FORMAT: Lecture 3 hours

PREREQUISITES: Nova Scotia Mathematics advanced 11 and 12 or
pre-calculus. Pre-calculus is highly recommended.

EXCLUSIONS: Credit can be given for only one of MATH 1000/MATH 1010
and MATH 1500.

MATH 2001.03/2002.03: Intermediate Calculus I and II

The topics of these two classes include dot product, cross product,
equations of lines and planes, functions of 2 or 3 variables, partial
derivatives, Lagrange multipliers, double integrals, triple integrals,
change of variables in multiple integrals, line integrals, Green’s
theorem, Stoke’s theorem, Divergence theorem, topics in second-order
differential equations.

FORMAT: Lecture 3 hours, MLC

PREREQUISITES: MATH 1010.03

MATH 2030.03: Matrix Theory and Linear Algebra I.

This class, together with MATH 2040.03, is a self-contained
introduction to Matrix Theory and Linear Algebra. Topics include:
vector spaces, linear transformations, determinants, systems of linear
equations. Students should note that this is a second-year class and,





although it has no formal first-year prerequisites, mathematical
maturity and an ability to handle formal proofs at the level of a
student who has completed MATH 1000.03 is expected.

FORMAT: Lecture 3 hours, MLC

PREREQUISITES: Nova Scotia Mathematics 441 or equivalent

MATH 2040.03: Matrix Theory and Linear Algebra II.

This class is a continuation of MATH 2030.03. Topics include- Vector
spaces and linear transformations, eigenvalues and eigenvectors,

similarity and diagonalization, inner product spaces and orthogonal
transformations, diagonalization of symmetric matrices and quadratic forms.

FORMAT: Lecture 3 hours, MLC
PREREQUISITES: MATH 2030.03 and 1000.03
EXCLUSIONS: MATH 2135.03

MATH 2135.03 is a second class in linear algebra oriented towards
mathematics honours students (although Physics, Chemistry, Economics,
and Mathematics majors may find it useful). As such, the class
emphasizes the foundations of the theory of vector spaces, rather

than applications. Topics include: the axioms of vector and inner
product spaces, linear transformations, the dual of a vector space,
tensor algebra, determinants, quadratic and bilinear forms, orthogonal,
symmetric, and skew-symmetric transformations, the characteristic
polynomial, eigenvalues, canonical forms, the Hamilton-Cayley theorem.

FORMAT: Lecture 3 hours
PREREQUISITES: MATH 2030.03 and 1000.03
EXCLUSIONS: MATH 2040.03

STAT 5630.03: Statistical Methods in Molecular Evolution.

This class will cover the common data types, models, and estimation
and inferential methods in Molecular Evolution. The non-standard nature
of the data and parameter space make this an usual statistical problem.





Topics include distance methods, maximum likelihood and confidence regions
for trees.

PREREQUISITES: STAT 3460 or instructor’s consent






STAT 2050: Exploratory Data Analysis
Winter Semester 2007

Instructor: Dr. Ron Hilburn

Office: Chase 105

Telephone: 494-1981

E-mail: rhilburn@mathstat.dal.ca
Lecture: Tu., Th. 11:35-12:55 pm

Class Room: Chase 319
Office Hours: Tu.,Th. 3:00-4:30 pm
Website: WebCT

Course Text: Statistical Computing: An Introduction to Data Analysis using S-Plus
by Michael J. Crawley

Course Description: Introduction to exploratory data analysis and graphical techniques
using S-plus. Methods of data analysis and inference commonly used in the experimental sci-
ences are reviewed. Students will be introduced to and make use of the S-Plus data analysis and
graphics system especially designed for data analysis of an exploratory nature. Programming
in the S language will be introduced with emphasis placed on statistical problem solving.

Method of Evaluation: Assignments 25%
Midterm exam 25%
Final exam 50%

Grading Scheme: A+ 93 and above

A 85 up to but not including 93
A- 80 up to but not including 85
B+ 75 up to but not including 80
B 70 up to but not including 75
B- 65 up to but not including 70
C+ 60 up to but not including 65
C 57 up to but not including 60
C- 53 up to but not including 57
D 50 up to but not including 53
F below 50

Note: There will be no supplemental examination.

Assignments: There will be eight weekly assignments that provide an opportunity to use
the techniques discussed in class to analyze data sets. Assignments will require both hand
computations, using a calculator, and computations made with the S-Plus data analysis and
graphics software package.

S-Plus Software: S-Plus (Windows Version) is available on computers in the Chase 007
computer lab and in LSC 200. You will need to have a Novell account to access these machines.

Students with Disabilities: Students with permanent or temporary disabilities who would
like to discuss classroom or exam accommodations are asked to come and see me as soon as
possible. You can meet me after class or privately during office hours. For your information,
the phone number for Student Accessibility Services is 494 2836. Please call them and register.





STAT 2050: Exploratory Data Analysis

Winter, 2007

’ Week \ Assignment H Topics \ Chapters ‘

1 Introduction to S-Plus GUI

2 Command Line Operation in S-Plus Cha 2

3 1 Probability Calculations Chas 5, 7, 26

4 2 Graphical /Tabular Data Displays Chas 9, 10, 21

5 3 Tests of Significance Cha 11

6 4 Tests of Significance Cha 11
Resampling and Bootstrap Methods Cha 12

7 Midterm Exam
Permutation and Randomization Tests Cha 12

8 Study Break

9 Statistical Models in S-Plus Cha 13
Regression Analysis Cha 14

10 5 Multiple Regression Cha 24
Model Critique Cha 17

11 6 Analysis of Variance Cha 15

12 7 Analysis of Covariance Cha 16

13 8 Regression Approach to ANOVA

14 Review






DALHOUSIE UNIVERSITY FACULTY OF SCIENCE
Department of Mathematics and Statistics
STATISTICS 2050B(01) Final Examination

Date and Time: 9:00 AM - 12:00 PM, Monday 23 April, 2007

Print Name Student ID

Signature

The entire exam is worth 100 points. It is closed book, but you may refer to two sheets (8.5
x 14 both sides) of notes. The exam consists of 7 problems, the number of points allocated to
each part of a problem is shown in the left hand column. You may use a calculator and straight
edge.

1. An experiment was conducted to investigate the effects of various cold water temperatures
on the pulse rates (in beats/minute)of small children. Data for 10 children participating
in this investigation are shown below.

Child 1123|456 7]8]9]10
Water Temp.(OF) 683 | 65| 70|62 |60 |55 |58 |57 ]52]|50
Pulse Rate Decrease | 2 | 5 111019 |13|10]| 12|16 |17

Consider Pulse Rate Decrease to be the response (Y) and Water Temperature to be the
explanatory (X1) variable.

(3) (a) Use S-Plus commands to form the Y vector of response values and the standard
regression X matrix of explanatory variable values needed to perform the regression
of Y on X1 using matrix methods.

(3) (b) Show the series of S-Plus commands needed to compute values of the regression
coefficients from the Y vector and X matrix developed above. Do not use the Im()
command.





(c) Show the series of S-Plus commands needed to compute the value of the error sum
of squares, SSE. Do not use the Im() command.

(d) From the above results, show the series of S-Plus commands needed estimate the

value of the error variance, o2

(e) Show the series of S-Plus commands needed compute values for elements of the
regression coefficients variance-covariance matrix.

(f) Show the series of S-Plus commands needed to compute standard errors for both
regression coefficients, SEj .

(g) Show the series of S-Plus commands needed to compute a 90% confidence interval
for the regression line slope, ;.

(h) Show the series of S-Plus commands needed to compute the regression sum of
squares, SSR.





(2) (i) Show the series of S-Plus commands needed to compute the value of the total sum
of squares, SST.

(3) (j) Show the series of S-Plus commands needed to compute the value of the coefficient
of determination, R?.

2. Provide the sequence of S-Plus commands needed to accomplish the following:

(3) (a) Show the series of S-Plus commands needed to plot a smooth curve of z versus
4(z* — 1)? over the range of x values 0. to 2.5, scale the horizontal (x) axis to range
from 0 to 2.5 and the vertical axis (y) to range from 0 to 25. Label the horizontal
axis "Input” and the vertical axis ” Response”.

(b) Show commands necessary to add the following (z1,y1) data values to the above
(2) plot.

x1=c(0.0,0.25,0.5,0.75,1.0,1.3,1.5,1.75,1.8,2.0)
y1=c(3.8,3.0,4.0,0.5,0.1,0.7,8.0,14.0,19.0,23.8)

3. Consider the following lines of S-Plus code.

al =2 ; t7 =0
for(x in 3:7){
al = al + x

t7 = al + t7 - x
}
print(al)

print (t7)





(4) (a) What values will variables "al” and ”t7” have when printed above?

(b) Using the sample() command, show the sequence of S-plus commands necessary
to draw 10 random samples of size 5 from the data vector below. Sample with
(3) replacement.

> x3 = ¢(0.2, 3.1, 5.4, 2.6, 1.8, 3.4, 7.5, 2.8)

4. Using S-Plus commands other than stdev() and var(), create a function, called SDsamp,
(5) to compute the standard deviation of the following sample.

x = c(13.7, 14.1, 15.3, 14.2, 14.8, 14.4, 14.2)

Recall that:

5. Three assembly machines are being considered by Sears Canada for use in their ware-
house to assemble electronic components. Tests were conducted in which the length of
time (in seconds) it takes a machine operator to assemble an electronic component using
a particular machine was recorded.

Machine
1 2 3
36.1 38.9 38.4
35.3 38.0 38.6
36.6 40.0 40.2
37.2 42.3 40.4






(a) Show all commands necessary to perform nonparametric oneway ANOVA, using the Splus
kruskal.test() command, to determine if mean assembly times are different for the three
machines.

(b) Now, using a sequence of Splus commands, compute the value of the Kruskal-Wallis test
statistic. Do not use the kruskal.test() command.

(¢) Show the Splus commands needed to compute the pValue for the above test.

(d) Perform standard Analysis of Variance to test the equality of mean assembly times for the
3 machines. Show the sequence of Splus commands necessary to perform ANOVA using
the aov() command.

(e) Show the sequence of S-Plus commands (don’t use the aov() function) needed for compu-
tation of SST (the total sum of squares)





(f) Show the sequence of S-Plus commands (don’t use the aov() function) needed for compu-
tation of SSA (the treatment sum of squares)

(g) Show the sequence of S-Plus commands (don’t use the aov() function) needed for compu-
tation of SSE (the error sum of squares).

(h) Using the above results, show the S-Plus commands needed to compute the factor F
statistic.

(i) Show the S-Plus commands needed to compute the pValue for the test.

. A randomized block design was employed using 4 real golfers as blocks. Each golfer hit a random

sample of 3 golf balls, one of each brand in a random sequence. The test compared the top 3
brands of golf balls for mean distance traveled when struck by a driver. Distance traveled in
yards for each hit is presented in the table below.

Golfer Brand A Brand B Brand C

1 202.4 203.2 223.7
2 242.0 248.7 259.8
3 220.4 227.3 240.0
4 230.0 243.1 247.7





(a) Show all commands necessary to perform nonparametric randomized block ANOVA, using
the Splus friedman.test() command, to determine if mean distances driven by the 3 brands
(2) of golfballs are different.

(b) Now, using a sequence of Splus commands, compute the value of the Friedman test statistic.
(3) Do not use the friedman.test() command.

(2) (c) Show the Splus commands needed to compute the pValue for the above test.

(d) Perform standard Analysis of Variance to test the equality of mean distances driven by
the 3 brands of golfballs. Show the sequence of Splus commands necessary to perform
(3) ANOVA using the aov() command.

(3) (e) Show the sequence of S-Plus commands (don’t use the aov() function) necessary for com-
putation of SSA (treatment sum of squares).





(f) Show the sequence of S-Plus commands (don’t use the aov() function) necessary for com-

(3) putation of SSB (block sum of squares).

(2) (g) Show the S-Plus commands needed to compute the main factor F statistic.
(2) (h) Show the S-Plus commands needed to compute the pValue for the test.

(2) (i) Show the S-Plus commands needed to compute the block F statistic.

7. Use linear regression to perform the main factor F-test for the randomized block design outlined
in problem 6.

(a) Show the form of the regression model appropriate for solving this problem. This is the
(2) full model.





(b) Make tables to show the correspondence between factor levels (golf ball brands), blocks
(3) (golfers), and indicator variable values.

(c) Show the form of the reduced model (regression model) needed to evaluate the main factor.

(d) Show the form of the reduced model (regression model) needed to evaluate the block effect.

(2)

(e) Given the S-Plus commands shown below, provide all additional commands needed to
(3) produce the standard regression X matrix for the full model regression.

y = c(202.4,242.0,220.4,230.0,203.2,248.7,227.3
,243.1,223.7,259.8,240.0,247.7)

x0 = c(1,1,1,1,1,1,1,1,1,1,1,1)
x1 = ¢(0,0,0,0,1,1,1,1,0,0,0,0)
x2 = ¢(0,0,0,0,0,0,0,0,1,1,1,1)
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STAT/MATH 3340
REGRESSION ANALYSIS
(Fall 2006)

Lecture: MWF 930-1030 AM
in LSC 4258 (Psychology Wing)

Instructor: Michael Dowd
Office: Chase 116

Phone: 494-1048

e-mail: mdowd@mathstat.dal.ca
Office Hours: MW 1:00-3:00pm

Course Website:
www.mathstat.dal.ca/"mdowd/stat3340/stat3340.html
Copies of assignments, computer code, data sets and

(selected) lecture notes will be made available on course
website. Announcements will also be posted here.





University Policies

Students with Disabilities:

Students with disabilities should register as quickly as
possible at Student Accessibility Services if they want to
receive academic (classroom/exam) accomodations. To
do so please phone 494-2836, email disabilities@dal.ca,
or drop in at the Killam G28.

http://studentaccessibility.dal.ca/

Intellectual Honesty

http://plagiarism.dal.ca/policies/index.html





Method of Evaluation:
e Assignments 20%
e Project 20%
e Midterm Exam 15%
e Final Exam 45 %

(Note: no supplemental examination)

Grading Scheme:

A-+ 93 and above

A 85 up to but not including 93
A- 80 up to but not including 85
B+ 75 up to but not including 80
B 70 up to but not including 75
B- 65 up to but not including 70
C+ 60 up to but not including 65
C 55 up to but not including 60
C- 50 up to but not including 55
D 47 up to but not including 50
F below 47





Formal Prerequisites:

1. STAT 2080 - Statistical methods for data analysis
and inference

2. MATH 2030 - Linear algebra

3. MATH 1010 (Calculus) or STAT 2060 (Introduc-
tion to Prob and Stats)

Skills Required:

e Basic concepts from introductory statistics (proba-
bility, random variables, expectations and inference)

e A working knowledge of matrix algebra and basic
knowledge of calculus.





Course Text: This is a required text and will be fol-
lowed closely.

Introduction to Linear Regression Analysis
by Montgomery, Peck and Vining
(Third edition ... or more recent)

(Available in Dal Bookstore)

Statistical Software:

Assignments and projects will require some use statisti-
cal software (S-Plus) to carry out regression analyses





Course Goals:

Regression is a widely used statistical technique for in-
vestigating the relationship between variables. This course
provides a thorough treatment of the theory and prac-
tice of regression analysis.

Objectives:

1. Develop an understanding of the theoretical basis
for regression analysis

2. Develop the ability to (properly) carry out practical
applications of regression analysis

3. Gain familarity with use of modern statistical soft-
ware packages.





Topic Outline

e Simple linear regression
e Multiple linear regression and its matrix formulation
e Assessing model adequacy and transformations

e Regression diagnostics (influential points and mul-
ticollinearity)

e Special types of regression: polynomial and indica-
tor variable regression

e Model building and variable selection

e Special topics (generalized linear models, nonlinear
regression) - time permitting





Course Evalulation Details

Assignments:

There will be regular assignments worth 20% of the to-
tal mark. Late assignments will be given a zero mark
unless a medical excuse is presented. Assignments will
require both analytic work, as well as the use of statis-
tical software.

Project:

There will be a project worth 20% of the total mark.
The project will require written report.

Exams:

The midterm will take place during regularly scheduled
class time. The final will take place during the Dalhousie
exam period as scheduled by the registrar. Further de-
tails for these exams will be announced in class





DALHOUSIE UNIVERSITY FACULTY OF SCIENCE
Department of Mathematics and Statistics
MATH 3340 / STATISTICS 3340 : Final Examination
Date and Time: 1900-2200 pm, Dec 11, 2006

Name: Student ID:

Signature:

This final exam is marked out of 100 points. The number of points allocated to each problem
is indicated in the left margin. The time available is 3 hours. This is a closed book exam but
you may refer to one 8.5x11 in. formula sheets (double sided), and you may use a calculator.
Please check that there are 9 pages of questions, as well as ¢ and F' tables.

(14) 1. Consider the regression y = X3 + € where € ~ N(0,0°I). Given that

11 1
X=[11]|, y=|2
1 2 3

~

(a) Compute the least squares estimates (3





(b) Determine y and the residuals e.

(c) Determine the variance-covariance matrix for B, ie. cov(B). State the estimated
variances for (3, and [3;.





(13) 2. Given the multiple regression model y = By + B121 + (273 + Bsz122 + €. Suppose a
regression was carried out using 13 observations on y. Suppose that R? = 0.8, and that
ne? =48,

=1 "1

(a) Fill out the regression ANOVA table below.

Source of variation | Sum of Squares | deg freedom | Mean Square | Fj

Regression

Residual _

Total - -

(b) Is the overall regression significant? Test Hy : §1 = 2 = 3 = 0 versus H, :
at least one of 3; # 0. Use a significance level of a = 0.01. Show your work.

(c) The table below shows the results from the above regression for the estimated (3, for
7 =0,1,2,3. Carry out hypothesis tests on each of the individual regression coeffi-
cients (i.e. Hy: 5; =0 vs. H, : §; # 0) by filling in the values for the test statistics
(t-value), and the associated P-value. Be sure to indicate which ¢ distribution you
are using for the hypothesis testing.

Coeft | Estimated Value | Standard Error | t value P-value

Bo 71.65 14.14

3 1.452 0.117

B2 0.416 2.24

B3 -0.237 0.1






(7) 3. Suppose that polynomial regression y = By + f17 + Box® + -+ + B,_ 12" ! + ¢ was fit to
a data set where y is comprised of n observations. (Hint: consider this problem for the
simple linear regression case when n = 2, i.e. fitting a straight line to two data points).

(a) What is R?*? Why?

(b) What is the hat matrix H = X(X'X)"!X'? Why?

(8) 4. Contrast matrix regression for (i) ordinary least squares regression (the usual case), (ii)
weighted least squares, and (iii) generalized least squares. For what situations would you
use weighted least squares? For what case would you use generalized least squares?





(10) 5. Given the scaled and centered X'X matrix (the correlation matrix):

X’X:[1 O‘]
a 1

(a) Compute the expression for the variance inflation factors, C;, where C = (X'X)~1.
How large a value for « is required for the regression to have significant multi-
collinearity (as defined by a C;; > 10)7

(b) Determine the expression for the condition number of X'X. How large a value for
a would be required for the matrix to have significant multicollinearity (as defined
by a condition number greater than 1000)?





(11) 6. Consider the multiple regression model:

y = Bo+ Bix1 + oz + Paxs + Bazs + €

with the usual assumptions: E(g) = 0, var(e) = o2, and ¢ uncorrelated. The full regres-
sion model was fit to 13 observations yielding SSg.s = 47.9. The following extra sums of
squares were also obtained.

SSr(B1]60) 1809.4
SSr(Ba|Br, 00) = 490.9
SSr(B3|62, B, Bo) = 341.6
SSr(BalBs, Bas Br, Bo) = 26.0

(a) Compute the sum of squares for the regression for the full model y = Gy + f121 +
By + B33 + Pary + €.

(b) What is SSR(ﬁI)ﬁO)?

(c) What is SSr(B4, B3] 82, 81, 50)?

(d) Using the appropriate extra sum of squares, test the null hypothesis Hy : 54 = 0
versus the alternative H, : 84 # 0. Use a significance level of a = 0.05.





(8) 7. Consider generalized least squares regression y = X3¢ where e ~ N(0,0°V). Show that
the variance-covariance matrix for the 3 is o*(X'V~!'X)~!, starting with the definition
var(B) = E{(B — E{B})(B — E{B})'}. (Recall that 8 = (X'V'X)"!X'V~ly and that

X

E{B}=B).

(8) 8. Consider the second order polynomial regression model y = 3y + Bix + B22? + €. Derive
the least squares normal equations used to find the minimum of S(fy, 81, 52) = i, (y; —
Bo — Bix; — Bex?)?. (Note that only have to derive the system of equations, you do not
have to solve it.)





(6) 9. Show that the least-squares estimator for ridge regression fp = (X'X 4+ ~I)"'X'y is a
biased estimator (assume v > 0).

(7)  10. Consider the matrix regression y = X3 + € with F(e) = 0 and var(e) = ¢’I. Define
H = X(X'X)"'X’ and e =y —y. Show the following:

(a) e—(I-H)y =0.

~

(b) ee=y'y — BXy.





8 11. Discuss how you would go about detecting influential observations in a regression analysis.
y g g g y
Compare and contrast the methods discussed in the course.
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STAT 3345: Environmental Risk Assessment
Fall Semester 2005

Instructor: J. Flemming

Office: Chase 122

Telephone: 494-1268

E-mail: flemming@mathstat.dal.ca

Lectures: Tuesday and Thursday 11:35-12:55
Room: LSC 202

Office Hours: Tuesday and Thursday 1:30-2:30

Text:  Statistics For Environmental Biology and Toxicology
Walter W. Piegorsch and A. John Baller, Chapman and Hall, 1998

Course Description: This course provides an introduction to a variety of statistical methods used in madem
environmental research. We extend beyond the basic approaches like linear regression, to nonnormal data
and complex and nonstandard models. The Splus Statistical Software package is used throughout the
course.

Method of Evaluation: Assignments — 25%
Midterm Exam 25%
Final Exam 50% (Mote: Thera wil be no supplemantal exam)

Grading Scheme: A+ 90 and above

A 85 up to but not including 90
A- 80 up to but not including 85
B+ 75 up to but not including 80
B 70 up to but not including 75
B- 65 up to but not including 70
C+ 60 up to but not including 65
C 55 up to but not including 60
C- 50 up to but not including 55
D 47 up to but not including 50
F below 47

Assignments: There will be 9 weekly assignments that will provide students the opportunity to use the
technigues discussed in class to analyze data sets. Assignments will require computations, some to be
done by hand (or calculator) and others using Splus. Late assignments will not be accepted.

Splus Software: There are two principal ways to access Splus:
1. Access Splus in the Chase Computer Lab (Room 007).
2. Install Splus 7 for Windows on your own computer, Details in class.





Assigment*

Week Darea-a Topics

1 September 8 Introduction and Chapter 1

2 September 13 and 15 Chapters 2 and 3 1
i 3 September 20 and 22 Chapter 4 2
| 4 ' September 27 and 29 Sections 5.1 s 5.5 3

5 October 4 and 6 Sections 6.1 — 6.6 4
i 6 October 11 and 13 Section 7.1 and Midterm

7 October 18 and 20 Sections 7.1 - 7.3

Ei October 25 and 27 Chapter 8 5

8 Movember 1 and 3 Sections 9.1 — 9.2 ]
| 10 November 8 and 10 Sections 9.3 - 9.4 7
T 11 November 15 and 71.? | Section 111 . B

12 MNovember 22 and 24 Section 11.2 9
| 13 |November 20 and December 1 | Section 11.3 and Review

*Assignments due on Thursday of week indicated






DALHOUSIE UNIVERSITY FACULTY OF SCIENCE
Department of Mathematics and Statistics
STATISTICS 3345 Final Examination

Date and Time: 12:00-3:00pm, Wednesday,
December 14, 2005

Print Name:
Student ID:-
Signature :

The entire exam is worth 50 points. It is closed book, but you may refer to two 8.5 x 1lin.
sheets (both sides) of notes. The exam consists of 11 problems, the number of points allocated
to each part of a problem is indicated. You may use a calculator.

1. Suppose a laboratory experiment is conducted to examine the ability of an environ-
mental toxin to induce cancer in female mice, where the mice are exposed chronically
(five times per week) to the same dose of the toxin over a 104-week period.

(a) 1 Peint What is the population to which inferences are directed in this study?

(¢) 1 Peint Describe an appropriate control group.

(d) 1 point In repeatedly observing the mice, week after week, what type of data is
generated?

)

(b) 1 Peint What is the treatment?
)
)

2. In an experiment to compare the effect of storage time on DNA degradation in seeds
of a herbaceous plant, the frequency of chromosome aberrations in seeds stored at 22
degrees Celsius for six years was compared with that of a control group of unstored
seeds. The data were recorded as the proportions of randomly selected seed cells
exhibiting chromosome aberrations, out of 400 cells stored per group. Suppose this
produced an observed control proportion of 6/400 aberrant cells, and a storage-group
proportion of 11/400 aberrant cells.

(a) # points Calculate the test-statistic to test the null hypothesis of no difference be-
tween underlying control and storage response probabilities, versus an alternative
that the storage induced an increase in the response probability.

1





(b) 1 Pomnt For the test-statistic you have chosen in part (a}, what distributional model
has been assumed for the data?

(c) 1 Point Suppose the p-value for the test-statistic calculated in part (a) is .11. If we
take &« = .10 what conclusions can you draw?

(d) 1 Point If we fail to reject Hy when, in fact, it is false, what type of error are we
making?

3. Yanagawa et al. (1994) report data on liver tissue damage after rats were exposed to

various doses of an environmental toxin. The proportions of animals in which no liver
damage was evidenced, stratified by dose, are given as follows:

Dose Number with no damage Total number of animals

0 16 17
0.5 15 19
2 10 19
10 11 22

Wald test statistics were calculated to assess whether any significant difference is ob-
served between the dose groups and the control. The values obtained were z;5 = 1.385,
zop = 3.242 and z3p = 3.646 along with the estimated correlations rjp = 2322
Tia = 2458 and Tog = 2104,

(a) 2 Points We can use the Splus gmvt function to calculate the critical value in this
case. What value would we use for the rho argument to this function?

(b) 2 Points Suppose that the critical value obtained in part (a) is 2.384. What can we
conclude?

(c) 1 Peint Suppose we elect not to use the MCC approach outlined above, and instead
perform 3 separate analyses corresponding to the 3 different treatment-vs-control
comparisons. What happens to the overall Type I error rate?

. In a developmental toxicity study, the US National Toxicology Program examined in
utere lethality in rat fetuses after maternal exposure to the narcotic analgesic codeine
over a series of different doses. Results of assessing overdispersion in this data set are
provided below (Note that the last row contains the p-values for each response level):

Control Low dose: 75 Middle dose: 150 High dose: 300

Tn=8 'T'1=19 ?"2=15 'T'3=15
2LYo=9 Y Y¥;=17 2 Ys; =12 > Yy =19
S Noj=101 Y Ny; =225 S No;=196 3 Ny =175
Po=.089 P1=.076 Pa=.061 fy=.109
Ti=.052 T2=1.059 To=.074 T3=.03D
820 S03 785 862

(a) 2 Points Calculate the test statistic that is used to assess excess variability across
all the exposure levels.





(b) 1 Poine Assume that the p-value corresponding to your test statistic from part (a)
is .876. What can you conclude?

5. Suppose that for a particular data set of interest we wish to compare a linear model
(1 = Bo+ Bz — 7)) with a quadratic model (p; = Fo+ 5 (2 — Z) + Ba(z: — T)?). Note
that we have assumed the responses Y; are independently distributed as N(p;, o?).

(a) 2 Points State the null and alternative hypothesis of interest.
(b) 1 Pent What formal test statistic would you calculate in this case?

(¢) 1 Point When would you reject Hy?

6. (a) 2 Points State two defining characteristics of longitudinal data.
(b) 1 Peint How does survival data differ from longitudinal data?
(¢) 2 Points Given an example of a setting in which censored survival data occur? Is it
right-censored or left-censored?

7. Survival times, following liver transplant surgery, are shown below for six patients at
the Stichemup Community Hospital.

Patient Number Time to death (months)
3
12
19
27
56
87

S AT ek DO DD

(a) 3 Points Estimate the survival function, S(t), using the Kaplan-Meier Method for
each survival time given.

(b) 2 Points Estimate a 95% Confidence Interval for the value of S(t) at 19 months.

8. In a study to compare the effect of dissolved oxygen (Os) concentrations on survival in
speckled trout, fish were exposed to one of two different Oy concentrations, .94 and
1.16 mg/l. The survival times (in minutes) were:

at 94 mg/L: 20 22 24 26 26 29 20 31 34 34 41
at .16 mg/L: 30 30 35 35 40 45 50 B8 62 70 100

Suppose a log-rank test is performed using Splus as shown below:

1=l 1;1,2;1,1,1:0,0,1,1,1,0,0,0,1,0,0,0,0,0,0)
ni<-c(11,10,9,8,7,6,5,4,4,4,3,2,1,1,1,1,0,0,0,0,0,
A9~ (0,0, 0,000, 0.1, 1,000,011, 11,011 .3 . 1,1, 4)
dplus<-d1+d2

nplus<-nl+n2

¥ 3 ¥ r ¥ )

o)
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el<-(ni*dplus)/nplus
ones<-rep(1,length(dl))
num<-sum(di-el)
denomi<-nplus-dplus
denom2<-nplus-ones
denom3<~-denom2* (nplus~2)
denomd<-nl*n2+dplus*denoml
denomS<-denom4/denom3
denomf<-denom5[1:21]
denom<-sum{denom6)
Tsqcalc<-(num"2) /denom

(a) 1 Point The Splus command to define n2 is missing above. What is the command?

(b) 1 Peint What Splus command should we used to caleulate the p-value corresponding
to Tsgeale above?

{c) 2 Points Suppose that the p-value obtained using the command of part (b) is .0002.
What can we conclude? Be sure to state your conclusions with the motivation of
the log-rank test in mind.

9. In order to fit a Cox proportional hazards model to the data described in Question 8,
using Splus, we proceed as follows:

oxydata<-list(time=c(20,22,24,26,26,29,29,30,30,31,34,
34,35,40,41,45,50,58,62,70,100) ,status=rep(1,22),
x=¢(0,0,0,0,0,0,0,1,1,0,0,0,1,1,1,0,1,1,1,1,1,1))
summary (coxph<-(Surv(time,status) ~ x, data=oxydata))

The resulting output is provided below:

coef  exp(coef) se(coef) z p
x -1.86 0.156 0.569 -3.27 0011

(a) 2 Points Take o = .05. What can you conclude about survival patterns?

(b) t Point Suppose that a data recording error had been made and that the 100
minute survival time actually corresponded to the 0.94mg/1 concentration. What
change(s) would have to be made to the Splus code shown above?

(¢) 1 Point In general, what do regression mdoels for survival data allow us to incor-
porate into our analyses?

10. 5 Peints Which of the following statements are true?

(a) Environmental data are often subject to sources of excess variability that disturb
the basic distributions for discrete data.





(b} If we use the Cochran-Armitage test when there is overdispersion it will overesti-
mate the variability in the data.

(c) One approach to dealing with extra-Poisson variability is to assume the data has
a beta-binomial distribution.

(d) The Pearson x* test can be used with a contingency table to assess whether there
is interaction between categories.

(¢) The exponential family of models includes both the normal and binomial.

11. We are interested in studying aquatic toxicity in Amphiascus tenuiremis to the pesticide
azinphosmethyl. The marker of aquatic toxicity was the capacity of A. tenuiremis to
produce young that grow to the adult stage. We wish to determine if the sex of the
offspring is independent of dose when considering toxicity-moderated maturation. The
offspring counts of those that survived to adulthood are provided below in the form of
a 3 x 2 contingency table:

Dose Female Male

Control 363 . 103

10 pg/l azinphosmethyl 157 99
40 pg/l azinphosmethyl 219 83

(a) @ Points Perform a test for homogeniety/independence with the data given above.
(b) 1 Point What are the appropriate degrees of freedom for your test statistic?

(¢) 1 Pont Suppose the approximate p-value is .001. What can vou conclude?

[aky §
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STAT 3350: Design of Experiments
Winter Semester 2006

Instructor: Dr. Ron Hilburn

Office: Chase 105

Telephone: 494-1981

E-mail: rhilburn@mathstat.dal.ca
Lecture: M.W.F. 2:35-3:25 pm

Class Room: LSC 220
Office Hours: M.W.F. 4:00-5:00 pm
Website: WebCT

Course Text: Design and Analysis of Experiments, 6th Edition
by Douglas C. Montgomery

Course Description: The aim of this class is to develop the fundamental statistical con-
cepts required for designing efficient experiments to answer real questions. Basic concepts of
replication, blocking, and randomization are examined. A wide range of classical experimental
designs, which include full and fractional factorial designs, randomized complete and incom-
plete block designs, and nested and split plot designs are introduced and evaluated. Both
fixed and random factor designs are considered. The software package MINITAB, it’s design
of experiments module and general linear model capability, will be used througthout the course.

Method of Evaluation: Assignments 25%
Midterm exam 25%
Final exam 50%

Grading Scheme: A+ 93 and above

A 85 up to but not including 93
A- 80 up to but not including 85
B+ 75 up to but not including 80
B 70 up to but not including 75
B- 65 up to but not including 70
C+ 60 up to but not including 65
C 57 up to but not including 60
C- 53 up to but not including 57
D 50 up to but not including 53
F below 50

Note: There will be no supplemental examination.

Assignments: There will be eight assignments that provide an opportunity to use the tech-
niques discussed in class to analyze data sets. Assignments will require hand computations
using a calculator plus use of the MINITAB data analysis and graphics software package.





MINITAB Software

MINITARB release 14 is available on campus computer labs in LSC 200, LSC 2084, LSC 2087,
MMASS 2018, MMASS 2019, MMASS 2020, Killam B400, Killam Learning Commons, and
Chase 007.

MINITAB 14 is also available for installation on your own computer as a free download at:
http://ucis.dal.ca/services/downloads/minitab intro.html

Students with Disabilities: Students with permanent or temporary disabilities who would
like to discuss classroom or exam accommodations are asked to come and see me as soon as
possible. You can meet me after class or privately during office hours. For your information,
the phone number for Student Accessibility Services is 4942836. Please call them and register.

STAT 3350: Design of Experiments
Winter, 2006

’ Week \ Assignment H Topics \ Chapters ‘
1 Introduction to Experimental Design Cha 1
Simple Comparative Experiments Cha 2-1 thru 2-3
2 1 Simple Comparative Experiments Cha 2-4 thru 2-6
Single Factor Experiments: ANOVA | Cha 3-1 thru 3-3
3 Single Factor Experiments: ANOVA | Cha 3-4 thru 3-8
4 2 Single Factor Experiments: ANOVA Cha 3-9
Randomized Block Designs Cha 4-1 and 4-2
5 3 Randomized Block Designs Cha 4-4
Factorial Designs Cha 5-1 thur 5-3.2
6 4 Factorial Designs Cha 5-3.3 thur 5-5
7 Factorial Designs Cha 5-6
Midterm Exam (Cha 1-5)
2% Factorial Design Cha 6-1 and 6-2
8 Study Break
9 5 2% Factorial Design Cha 6-3 thru 6-7
10 2% Design:Blocking and Confounding | Cha 7-1 thru 7-8
11 6 Fractional Factorial Designs Cha 8-1 thru 8-7
12 Designs with Random Factors Cha 13-1 thru 13-5
13 7 Designs with Random Factors Cha 13-6 and 13-7
Nested and Split Plot Designs Cha 14-1 thru 14-3
14 8 Nested and Split Plot Designs Cha 14-4 and 14-5
Review






DALHOUSIE UNIVERSITY FACULTY OF SCIENCE
Department of Mathematics and Statistics
STATISTICS 3350 (01) Final Examination
Date and Time: 7:00-10:00 PM, Tuesday 25 April, 2006

Name Student ID

The entire exam is worth 100 points. It is closed book, but you may refer to two sheets (both
sides) of notes. The exam consists of 8 problems, the number of points allocated to each part
of a problem is shown in the left hand column. You may use a calculator and straight edge.

1. Consider a twice replicated 23 factorial design, used to investigate the effect of three
factors (A,B, and C) on the process response. The data are shown below.

Run| A B C Trt| Repl Rep?2
1 - - = (1) 550 604
2 + - - a 669 650
3 - + - b 633 601
4 + 4+ — ab 642 635
) - — + c| 1037 1052
6 + - + oac 749 868
7 - 4+ + bc| 1075 1063
8 + + + abc 860 1589
(3) (a) Compute values for main factor contrasts, C'4, Cg, and Ce.

(b) Compute values for the main effects of factors A, B, and C'. Which factor has the
(3) largest impact on the response?

(3) (¢) Compute sums of squares for factors A, B, and C.





(3)

(d) If SSE = 18,020.5 with 8 degrees of freedom, compute the F-statistic and pValue
for each factor. Which factors are significant at a = .057

2. An experiment was conducted to determine the effects of three pesticides (factor A) on the

yield of fruit from three varieties (factor B) of citrus trees. Six trees from each variety were
randomly selected from an orchard. The three pesticides were then randomly assigned to
two trees of each variety and applications were made according to recommended levels.
Yields of fruit (in bushels per tree) were obtained after the test period. Consider both
factors to be fixed. The data are as follows:

Pesticide

Variety | 1 2 3
1149 50 43

39 55 38

2|55 67 53

41 58 42

3166 85 69

68 92 62

(a) Write the linear statistical (effects) model for these data.

(b) Compute SS4 and SSp

(c¢) Given that SSr = 3978.0 and SSg = 325.0, compute the F-statistic and pValue for
the AB interaction.

(d) Now, assume the AB interaction to not be significant and compute the F-statistic
and pValue for testing the significance of factor A.





3. Consider a two-factor mixed model where factor A is fixed and factor B is random. The

linear statistical model for this case is
Yije = o+ 7i + B + (78)ij + €ij

where 7; is a fixed effect, 3; is a random effect, (7/3);; is assumed to be a random effect
and €;;;, is a random error. Also¢=1,2,...,a, j =1,2,...,b, and k = 1,2, ..., n.

(a) Using the Rules for Expected Mean Squares outlined in the text, determine the
factor A expected mean square, E[MS,], for the restricted case.

(b) Again, using the Rules for Expected Mean Squares, determine the factor B expected
mean square, E[MSg], for the restricted case.

(c) Now determine the interaction AB expected mean square, E[MSyp|, for the re-
stricted case.

(d) What is the proper form of the F-statistic to test for the fixed factor effects?

(e) What is the proper form of the F-statistic to test for the significance of random
factor B

(f) What is the form of the F-statistic to test the interaction hypothesis, Hy : 025 = 07





4. Construct a design, using only 8 experimental runs, to investigate four factors (A, B, C,
and D), each at two levels, effecting process yield.

(a) What type of design is necessary here?

(b) What is the defining relation for this design?

(c) What is the resolution of this design?

(d) Determine the alias structure for this design?

(e) Will this design allow unambiguous, or at least acceptable determination of main
effects?  Explain.

(f) Will this design allow unambiguous or at least acceptable determination two-factor
interactions?”  Explain.

(g) Considering only main effects and two-factor interactions, which terms (A,B,AB,CD,
etc.) would you include in a regression model used to estimate effects and/or sums
of squares for main factor and interaction F-tests?





5. Suppose that Nova Scotia Power purchases its raw coal from 2 suppliers and wants to
determine if the sulfur content (% industry standard) of the coal is the same for each
supplier. Four batches of coal are available from each supplier and three determinations
of sulfur content were made from each batch. Data shown below are y;;, =(% industry
standard - 93). Here, suppliers (A) are fixed and batches (B) are random, so we have a

mixed effects model.

Supplier 1 Supplier 2
Batch | 1 2 3 4] 1 2 3 4
1 -2 -2 1,1 0 -1 0
-1 3 0 412 4 -1 3
2 4 1 03 2 -2 2
Batch totals, (y;;) | 2 -9 -1 5|4 6 -4 5
Supplier totals, (y;.) -3 3
(2) (a) What kind of design is this?
(3) (b) What are the expected mean squares, E[MS,], E[MSp4)], and E[MSg] for the
above design?
(2) (c) What is the form of the F-statistic needed to evaluate the significance of fixed factor
A?
(2) (d) What is the form of the F-statistic needed to evaluate the significance of random

factor B?





(3) (e) What is the form of the regression model you would use to compute sums of squares
needed to calculate F-statistics and pValues for factors A and B. Identify all terms
in the regression model.

6. Suppose we want to test the relative effects of four drugs (A,B,C, and D) on the reduction
of fever. The drugs are prescribed to children aged 5-14 entering the outpatient ward of a
hospital complaining of the flu, with fever 100°F to 100.9°F. The parents are telephoned
4 hours after the administration of the drug and the reduction in fever is noted.

A B C D
20 0.5 1.1 0.6
1.6 1.2 -10 1.3
21 03 -02 0.3

(3) (a) Compute the value of SSr,, the treatment sum of squares.

(b) Given that SS7 = 9.1367 for the above data, compute a value for the F' statistic
and pvalue. Describe the strength of evidence against Hy of no difference between
(3) the drugs.

(6) (c) Use the Bonferroni method to find which drugs are significantly different at the
a = .05 level.





(4)

(4)

. In a study to determine which sources of variation in an industrial process are important,

two measurements are taken on yield for three operators chosen randomly. Considering
both factors to be random, conduct the significance tests requested below at a = .05.
The data are as follows, with the response being percent by weight.

Batches
Operators | 1 2 3 4 5
1 66.9 68.3 69.0 69.3 68.1
67.4 69.8 70.9 67.2 67.7
2 66.3 68.1 69.7 69.4 654
66.9 68.8 69.6 65.8 67.6
3 65.6 66.0 67.1 67.9 66.3
66.9 66.2 68.4 652 67.3

MTB > indi c2 cl1-ci15
MTB > indi c3 c21-c23
MTB > let c31 = c12%c22
MTB > let c32 = c12%c23
MTB > let ¢33 = c13%c22
MTB > let c34 = c13%c23
MTB > let ¢35 = cl4*c22
MTB > let c36 = cl4*c23
MTB > let c37 = c15%c22
MTB > let c38 = c15%c23
MTB > regress cl 14 c12-c15 c22-c23 c31-c38

Regression Analysis: Y versus C12, C13, ...

Analysis of Variance

Source DF sSs MS F P
Regression 14 42.585 3.042 2.22 0.068
Residual Error 15 20.525 1.368

Total 29 63.110

Source DF Seq SS

C12 1 0.397
C13 1 18.911
C14 1 1.440
C15 1 0.480
Cc22 1 0.228
Cc23 1 15.665
C31 1 0.793
C32 1 1.740
C33 1 1.102
C34 1 0.701
C35 1 0.405
C36 1 0.327
Cc37 1 0.375
C38 1 0.020

(a) Using the MINITAB output above, compute the F-statistic and pValue for the test
of AB interaction.

(b) Compute the the F-statistic and pValue for the test of factor A. Is the variability
due to batches significant at o = .05?





(4)

(c) Compute the the F-statistic and pValue for the test of factor B. Is the variability

due to operators significant at a = .057

8. Experimenters are interested in the effects of four different diets (A, B, C and D) on the
weight gain of newborn hampsters. Three mother hampsters were identified that each
had a litter of 4 newborn, so a total of 12 experimental units were used. After 6 months
of treatment with one of the four diets, the weight gain (in grams) was measured for each
of the twelve newborn hampsters. These data are shown in the table.

Litter
Diet | 1 2 3 | v
A 15 179 17.5| 504
B | 146 174 14.8|46.8
C | 17.7 16.0 14.2|47.9
D 104 122 148|374
y; | 57.7 63.5 61.3 |y =182.5

(a) What kind of design is this? What is it’s purpose?

ssess the nu pothesis of no difference in mean wei ain for the different diets.
b) A the null hypothesis of no diffi i ight gain for the different diet
Compute values for the test statistic and pvalue. Describe the strength of evidence

against Hy.

(c) Was blocking useful in this analysis? How can you tell?





MTB > print c1-c3

cl c2 c3
Y Batch Operator
66. 1 1
67.
66
66.
65
66.
68
69.
68
10 68.
11 66.
12 66
13 69.
14 70
15 69.
16 69
17 67.
18 68
19 69.
20 67.
21 69.
22 65.
23 67
24 65.
25 68
26 67.
27 65
28 67.
29 66
30 67.
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STAT /MATH 3360

Instructor: R.P.Gupta, Chase 214, 494-2701
cupta@mathstat.dal.ca
Time and Place: Tues, Thurs 13:05 — 14:25

Life Scs. Buildg.

Text Book: A First Course in Probability by Sheldon Ross
7 Edition,
1. Combinatorial Analysis
2. Axioms of Probability
3. Conditional Probability and Independence
4. Random Variables, Expectation, Functions of a
Random Variables,
5. Distribution of Discrete Random Variables
6. Distribution of Continuous Random Variables
7. Jointly Distributed Random Variables
8. Properties of Expectation, Covariance, Conditional
Expectation, Moments Generating Function,
9, Limit Theorems

Marking: Assignments 25%
Midterm 25%
Final Exam 50%

Goal: To develop an understanding of the principles and
techniques of Probability.
To Learn how to use probability to model various situations.
To learn basic theoretical results essential for statistics.





STAT/MATH 3360
FINAL EXAM
Dec. 13, 2005
12:00 - 3:00pm

Let X denote the length in minutes for a long distance telephone conversation.

The pdf of X is f[x)z%e""”“;x}ﬂ

(a) find the moment generating function M,(t).

(b) use My(t) to find the average length of a call.

¢ {€) find the variance of X

(d)  whatis the probability that the length of a call will be less than 2 minutes.

(e) find the distribution of ¥ = —%log X

Let X denote the temperature (°C) and let Y denote the time in minutes that it
takes an auto to get ready to start. Assume the point pdf. (x, y)is

flx,v)=cldx+2y+1); 0=x<40, 0=sy<2

(a) find the value of c that makes it pdf

(b)  find the probability that on a randomly selected day, the air temperature
will exceed 20°C and it will take at least one minute for the car to be ready
Lo start.

(c) find the marginal density of X.

Two urns, I and IT contain respectively 2 white and 1 black balls, 1 white and 5
blackballs. One ball is transferred from the térm I to IT and then one ball is
drawn from the latter. It happens to be white. What is the probability that the
transferred ball was black.

l





Suppose that successive births are independent, and the probability of a male birth
is p. Under each of the following conditions, find the probability that there are
two boys and two girls in a family of four:

(a) no further information is available;

(b) the eldest child is known to be a son;

(c) the eldest and youngest are known to be a son and a daughter,
respectively;

(d) it is known that there is at least one son and at least one daughter.

Ten mice are randomly selected and divided into two groups of five. Each mouse x

in the first group is given a dose of a certain poison which is sufficient to kill one
in ten; each mouse in the second group is given a dose sufficient to kill three in -
ten. What is the probability that there will be more deaths in the first group than
in the second? \

Let X and Y are independent Poisson Variables with parameter A and p i.e.

f(H)=2%; x=0,1,2,... and
x!
_or i 2
f(y)=e ST y=0,1,2...

Show that the conditional distribution of X given X+Y is binomial.

Let X and Y are independent Gamma variables
f(x)= . e x" x>0 and fly)=

Ffm)

1
I'(n)

e’y liy=0

x :
show that u=x+y and v =— are independent.
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STAT/MATH 3380 B
1. Lectures MWF 14:35 - 15:25

2 . Instructor Dr. R. P. Gupta
Room 214 Chase Buildg.
Phone 494-2701

email: gupta@mathstat.dal.ca

3. Office Hours: to be announced

4. Text Book: Sampling Techniques by Cochran, Following Topics will be
covered:

. Introduction

. Simple Random Sampling

. Proportion and Percentages

. Sample Size

. Stratified Random Sampling

. Ratio and Regression Estimate

. Systematic Sampling

. Cluster Sampling Single Stage and Two Stage

o ]

00 =1 O N o

. Hand outs will be given in the class for many of the topics.
This course needs lots of calculations so minitab or S-plus
knoweldge will be helpful.You must have a good working
calculator.

5. Grading Scheme: Assignments 25%
Test 1 15%
Test 11 20%
Final Exam 40%
This course needs lots of calculations so minitab or S-plus
knoweldge will be helpful.You must have a good working

\ calculator.

6. Grading Scheme: Assignments 25%
Test] 15%
Test 11 —20%
Final Exam 40%





STAT/MATH 3380
Final Examination December 7, 2005
3:00 - 6:00 p.m.

1. (a) A village consists of 150 children. Dr. Jones selects a simple random sample of 15
children and count the number of cavaties in each child's mouth yielding the following
results:

No. of cavities

0 1 4: 25
No. of children 6.3 1

2
202 1

Dr. Smith examins all 150 children and records that 50 children have no cavities in
their mouths. Estimate the total number of cavities in the village children (a) using Dr.
Jones results only: (b) Using both Dr. Jones' and Dr.Smith' results; © which estimate will
have a lower variance.

(b) The population of a small town consists of N=1000 people. We wish to estimate
the proportion of the population having blood type AB. How large a sample is needed if
we wish to estimate the true proportion with 30% relative error and with confidence
95% . Assume that we have a preliminary estimate of P to be 0.10.

2. (a) Suppose the distribution of scores of students in a large statistics class is given as

below:
Score 30-40 40-50 50-60 60-70 70-80 80-90 90-100
Frequency 4 - 9 25 16 9 9

Construct L=3 strata.
(b) If the cost function is of the form € = Cn:i f;._""rﬂ_m ‘where ¢ and t are are
known numbers , show that in order to minimize, y(y,) for fixed total costn

must be proportional to ( W2 S,,")”’
I" -

3. (a) Suppose we wish to estimate the weight loss of clients at a popular weight-loss
clinic. Let N=300, the number of clients who are taking a diet pill daily. We take a
random sample of n=8. Let x denote the no. of hours per week spent exercising andy
denote their weight loss in one month. Asg«~2 K=&

Client# 1 2 3 4 5 6 7 8
X < 5 3 6 8 7 2 5

¥ 200 22 17 25 30 23 15 20
Obtain the estimate of the average weight loss of a client and find the 95% confidence

interval for the same. Zxr}': =022 ZJ’E —13852 fo =228

(b) Show that the variance of ratio estimate is more precise than that of simple
random sample estimate iff

P > cv(x)/ 2cv(y)





4. (a) To emphasize safety, a taxicab company wants to estimate the proportion of unsafe
tires on their 175 cabs. Selecting a simple random sample of tires is impractical, so
cluster sampling is used, with each cab as a cluster, A simple random sample of 25
cabs gives the following number of unsafe tires per cab:

Zoe die0; 120 st dwiloe: 39 vl 2i adD

3 N AR R I LSS [ (S ¢ R i [ B
Estimate the proportion of unsafe tires being used on the company's cabs and
construct a 95% confidence interval for the same.

(b) The following table shows the number of divorses (in hundreds) in Canada for a
systematic sample of years between 1950 and 1990. Estimate the total number of
divorsesfor this period and find the approximate variance for your estimate.

Year 1950 1955 1960 1965 1970 1975 1980 1985 1990
Divorces 385 377 393 479 708 1036 1189 1190 1175

5. (a)Accountants frequently require that their business clients to provide cost inventries.
Since a complete cost inventory is costly, a quarterly cost inventory can conveniently
be accomplished by sampling. Suppose a plumbing company desires a cost inventory
for many small items in stock. To obtain a simple random sample is difficult.
However, the items are arranged on shelves, and selecting a simple random sample of
shelves is relatively easy, treating each shelf as a cluster of items.
Sampling 10 of the 48 shelves gave the following results. Estimate the total dollar
amount of the items on the shelves and find a 95% confidence interval for the same.
Cluster T2l g3 A 5 6 7 8 9 10
No.ofitems My 42 27 38 63 72 12 24 14 32 41
Total § amount Y; 83 62 45 112 96 58 75 58 67 80

(b)

A population consists of 3000 elements and is divided into 20 clusters, each containing
150 sub units A simple random sample of n=3 clusters is drawn. The analysis of variance
table of the sample dates is as follows:

Source df ms
Between clusters - 5
Error (within subunits within - 3.0

Clusters)

Total (within subunits in 449 ' 3.1

The sample)

Find an unbiased estimate of Sw?, Si° and S°. Find Intra class correlation coeff.
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Stat/Math 3460 - Winter 2006
Intermediate Statistical Theory
Course Outline

Instructor: ~ Dr. E. Susko (Chase 115)
susko@mathstat.dal.ca
http://www.mathstat.dal.ca/ tsusko/

Time: TR 1:05-2:25

Place: LSC 214

Office hours: TR 9:30-11:30 (tentative)

Text: Probability and Statistical Inference

Volume 2: Statistical Inference

J.G. Kalbfleisch

Marking Scheme
Assignments  35%
Midterm 25% Thursday, March 2 in class
Final exam  40%

Intended Material
1. Introduction to likelihood estimation
2. Likelihood estimation in multiple dimensions
3. Confidence intervals
4. Optimality properties of likelihood estimation
5. Significance tests
6. Sufficiency and conditional tests
7. Analysis of normal measurements

8. Additional topics

There will be no supplemental examination in this course.





Stat/Math 3460 - Intermediate Statistical Theory - Winter 2006
Final Examination
Name:
Student ID #:

Each question is equally weighted.

1. Let x1,...,x, be a random sample from the distribution with probability density function
flz;0) =021, oO0<z<1

(a) Derive the maximum likelihood estimator of 6.
(b) Obtain an expression for the observed information, J(8).
(c) Suppose n = 3, z1 = 0.1, 2o = 0.3 and z3 = 0.5. ConstAruct an approximate 95%

confidence interval for # using the large sample normality of 6.

2. If 21,..., 2, are a random sample from the N(u,c?) distribution, one can show that f
62 =3 (z; — 7)?/n and

z,

n/o? 2n(ji — 1) /o

TV = | on(p—w)jo® —njo® +3{né? +n(i — n)2}/o*

You do not need to show this.

(a) What is the maximum likelihood estimator of v = u/o?

(b) Give an expression involving 4 alone for a 95% confidence interval for ~.

3. Not in final version The following table gives the number of beetles which dies within 6 days
and the number which survived at each of six concentrations of an insecticide.

Concentration 0.711 0.852 0.959 1.066 1.202 1.309
Number Dead 15 24 26 24 29 29
Number Alive 35 25 24 26 21 20

It is quite common for data like this to model the probability of a death at dose d through a
logistic regression relationship

log[p/(1 —p)] = a+ pd
implying that the porbability of death at dose d is p = exp(a + d)/[1 + exp((a + fd)]. For
the data in the table it can be shown that & = 3.356, § = —0.165 and

A [ 5.858 6.187
(& 8) = [ 6.187 6.756}

(a) Obtain an approximate 99% confidence interval for « + 2.

(b) Use the result of (3a) to obtain a 99% confidence interval for the probability of death at
dose d = 2.





4. A seed dealer claims that his plans have a germination probability of 80%. A customer
purchased three packages of seeds, one package for each type of plant and planted 100 seeds
from each package. The number of seeds germinating in one month were as follows:

Typel Type?2 Type3
Germination 75 66 81
No Germination 25 34 19

You need not show the derivation of maximum likelihood estimators for the questions below;
of course, you may want to do so if you are unsure what they are.

(a)
(b)
()

Test the hypothesis that the germination probability is 80% for all types of plants. You
should be able to use a single test, not three separate ones

Test the hypothesis that the germination probability is the same for all types of plants
(although not necessarily 80%)

Assuming the germination probability is the same for all plants, test the hypothesis that
it is 80%.

5. Suppose that patients arrive for treatment according to a Poisson process in time, with 20
arrivals per year on average. The treatment is successful for a fraction 8 of patients. Let X
be the number of successful treatments and Y the number of unsuccessful treatments in a one
year period. Then X and Y are independent Poisson variates with means 200 and 20(1 — ).

(a)
(b)
()
(d)

Determine the maximum likelihood estimator 6.
Find a sufficient statistic that includes 6§ as a component. Give reasons for your answer.
Show that T'= X + Y is ancillary for 6.

Obtain the distribution of § that would be appropriate for constructing confidence inter-
vals. You need not carry out the confidence interval construction.

6. For each of the following questions, place a check mark next to the most appropriate answer.

(a)

A random sample z1, ..., z, from a Poisson distribution with mean y and a sample from
a Poisson distribution with mean Au are obtained. A 14.65% likelihood interval for A is
found to be [0.9,1.2]. The p-value for a likelihood ratio statistic test of Hp : A = 1 would

i be less than or equal to 0.05
ii. would be greater than or equal to 0.05
iii. more information is needed to know whether the p-value would be less than

or greater than 0.05.

A roulette wheel has 18 red slots, 18 black slots and 2 green slots. A likelihood ratio
statistic test is to be carried out on the hypothesis Hy : pr = pp = 18/38 where pp
and pp are the probabilities that the ball lands in the red or black slots. Assuming
this hypothesis is correct, the probability that a p-value less than 0.75 is obtained is
approximately

i. 0.75

ii. 0.25

iii. 0.05





(c) For arandom sample w1, ..., x, from an exponential distribution: f(z;0) = 0~ exp[—z/0],

it is known that F[X] = 0.

() = —nlogld] —nz/0
S@) = —n/0+nz/6?
JO) = —n/0?+2nz/6°
An estimator T is has expectation 6. A lower bound for the variance of T is
i n/6?
i. _ 6%/n
. 6?/(2n)
iv. 202+ 0/n
v. _____ none of the above

(d) Suppose that the hypothesis Hy : p = 1/2 is tested using D = |X —1/2] as a test statistic
where X has a binomial(10, p) distribution. The hypothesis is rejected when the p-value
is less than 0.05. The Type II error for the experiment

i.  is0.05
ii. 18 0.95
iii. 18 0.50
iv. cannot be determined without additional information.

(e) The exponential probability density function is f(x;0) = 6~ !exp[—z/0] and P{X >
x;0} = exp[—x/0]. A single observation X is drawn from an exponential distribution
with unknown 6. The coverage probability for the random interval [0,2X] is

1. e~1/2

ii. e ?
iii. 1—e1/2
iv. 1—e?

V. Cannot be calculated without knowing the value of 6.
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Stat/Math 4066/5066 - Fall 2006
Advanced Statistical Theory
Course Outline

Instructor: ~ Dr. E. Susko (Chase 115)
susko@mathstat.dal.ca
http://www.mathstat.dal.ca/ tsusko

Time: TR 1:00-2:30

Place: Chase 319

Office hours: TR 9:30-11:30

Marking Scheme
Assignments  50%
Midterm 20%
Final exam  30%

Text:
Mathematical Statistics: Basic Ideas and Selected Topics, Peter J. Bickel

and Kjell A. Doksum, 2nd Edition, Prentice Hall.

Topics
Probability and Distributional Theory Appendices A,B
Statistical Models, Goals and Performance Criteria Ch 1
Methods of Estimation Ch 2
Measures of Performance Ch 3
Testing and Confidence Bounds Ch 4
Asymptotic Approximations Chbh
Inference in The Multiparameter Case Ch 6

Students with disabilities are encouraged to register as quickly as possible
at the Student Accessibility Services if they want to receive academic accom-
modations. To do so please phone 494-2836, e-mail access@dal.ca, drop in
at the Killam, G28 or visit our website at www.studentaccessibility.dal.ca .





Stat/Math 4066 - Intermediate Statistical Theory - Winter 2006
Final Examination
Each question is equally weighted

1. (a) Suppose that, independently, X7, ..., X, have density

=5,

p(a; p,0) = o exp{—( z>p

i. Find a one-dimensional sufficient statistic for ; when o is known.
ii. Find a two-dimensional sufficient statistic for (i, o) when both are unknown.

(b) Suppose that, independently, X71,..., X, have a N(u, c?) distribution and that Y7, ...,Y;, have
a N(n,72) distribution. Find minimal sufficient statistics when o = 7, u, 7 and o are arbitrary.

(c) Suppose that, independently, X1,..., X, come from a location model: p(z;6) = f(x —0), where
f is a probability density function. Give an argument indicating that S? = Y, (z; — Z)? is
ancillary for . Given that this is the case, how should inference be conducted? Why would this
not matter if f was the standard normal density?

2. Which of the following are exponential families. Give reasons for your answer.

= (""hHa -0, z=0,1,...

T

p(;0)
p(x;0) = 7&%;2) 12" L o< <1, = (rs)
p(

—1

x;&)zlf&wexp[—m/ﬁ], x>0, 0= (a,8)>0

3. Suppose that, independently, X1, ..., X, have probability mass function
p(z;0) =(1—-6)6°, x=0,1,...

(a) Find the ML estimator of 6.
(b) Find the ML estimator of n = log[f/(1 — 0)].

(c) What is the expected information matrix for 67 [For full marks all expectations should be
derived].

(d) Suppose now a Bayesian framework with prior

(0) = 5((:; (Z)) 11 — )

Find the Bayes estimator of % under squared error loss.

4. Suppose that, given X1,...,X,, Y1,...,Y, are independent Poisson random variables with E[Y;] =
exp{fo + $1X;}. Suppose the X; are independent and from a N(u,0?) distribution.

(a) Explain why it is appropriate to treat Xi,..., X, as if they are fixed, much like you would in a
regression model.

(b) Write the model in two-parameter exponential form and give a two-dimensional sufficient statis-
tic.

(c) Find a lower bound on the variances of unbiased estimators BO and Bl of By and (.
5. Suppose that, independently, X7, ..., X,, have probability density function

p(z;0) =021 0<z <1





(a) Find the MLE of 1/6. Is it unbiased? Does it achieve the information inequality lower bound?

(b) Show that X is an unbiased estimator of /(6 + 1). Does X achieve the information inequality
lower bound?

6. Suppose that, independently, X1,..., X, have probability density function
p(x;0) = ca® Lexp[—x¢/0]/0, x>0
where ¢ is a fixed known constant.

(a) Derive the UMP a-level test of Hy : 0 < 0y against H4 : 6 > 6.
(b) Give an expression for the power function of the test that involves the cumulative distribution

function of a x3, random variable.

7. Suppose that, independently, X7i,...,X,, come from a N(0,0?) distribution. Find the uniformly
most accurate (1 — ) x 100% lower bound for o. Justify your answer.
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Statistics 4100/5100 - Winter 2003 Survival Analysis
Course Outline

Instructor: Dr. E. Susko

Time: TR 8:30-10:30

Place: Chase 227

Office hours: M 10-12 TR 10-11

Textbook: The Statistical Analysis of Failure Time Data
by J.D. Kalbfleisch & R.L. Prentice

Marking Scheme
Assignments  35%
Midterm 25% (Feb 27, in class)
Final exam  40%

Course Outline
Basic concepts of failure time distributions
Kaplan-Meier estimation
Comparison of survivor curves
Parametric regression methods
Nonparametric regression methods: proportional hazards models
Competing risks
Additional Topics
Text Chapters: 1-4, parts of 6 and 8

There will be no supplemental examination in this course.





STATISTICS 5100 - Survival Analysis - Final Examination W2003

Name:

The multiple choice question 7 should be answered on the question sheet, all essay
questions should be answered in the examination booklet.

1. Consider the exponential log-linear regression model for a two sample comparison

log(T) =a+ pz+W

where " has an exponential distribution with mean 1 and Z = 1 if the individual
is from group 1, and Z = 0 if the individual was from group O.

(a) Derive the score statistic for the test of Hy : § = 0. Your final expression
should depend only on di, vi, ds, vo, the numbers of deaths and the total
survival (v; = ), ;) for the two groups. The overall total number of deaths
is d = dy1 + do and the total survival is v = v + va.

(b) Suppose that the test statistic from (a) is stored in z. Indicate how you would
calculate a p-value. In particular, indicate the distribution you would use and
whatever parameters would be required for this calculation.

2. Consider the partial S-Plus output below. The variable time gives the survival
times for patients with lymphoma, a cancer of the lymph system. The variable
delta is 1 if the patient died during the study and 0 otherwise. The variable wtime
is the waiting time for a bone marrow transplant and score is the Karnofsky score,
a score for the fitness of the patient.

> hodg.surv <- Surv(time, delta)
> summary (survReg(hodg.surv ~ factor(score) + wtime, dist = "weibull",

scale = 1))

Value Std. Error

(Intercept) 4.9388496 0.30680
factor(score)l 1.5507769 0.61813
factor(score)2 0.5490331 0.39192
factor(score)3 0.3049390 0.19557
factor(score)4d 0.2607690 0.12448
factor(score)5 0.2711884 0.10699
factor(score)6 0.5460322 0.09496
factor(score)7 0.3983366 0.06208
factor(score)8 0.3635853 0.11437

wtime -0.0000306 0.00655

Weibull distribution
Loglik(model)= -166.5 Loglik(intercept only)= -196.7
Chisg= 60.36 on 9 degrees of freedom, p= 1.1e-009





> summary (survReg(hodg.surv ~ factor(score) + wtime, dist = "weibull"))
Value Std. Error
(Intercept) 4.949136 0.36887
factor(score)l 1.558632 0.73745
factor(score)2 0.553885 0.46744
factor(score)3 0.292488 0.23355
factor(score)4 0.259531 0.14834
factor(score)5 0.260362 0.12858
factor(score)6 0.550537 0.11344
factor(score)7 0.411523 0.07551
factor(score)8 0.397298 0.14124
wtime 0.000831 0.00799
Log(scale) 0.176086 0.17432

Weibull distribution
Loglik(model)= -166 Loglik(intercept only)= -183.3
Chisqg= 34.59 on 9 degrees of freedom, p= 7e-005

> summary (survReg(hodg.surv ~ wtime, dist = "weibull"))
Value Std. Error z P
(Intercept) 6.1920 0.5851 10.583 3.56e-026
wtime 0.0129 0.0133 0.971 3.32e-001
Log(scale) 0.7159 0.1640
Weibull distribution
Loglik(model)= -182.7 Loglik(intercept only)= -183.3
Chisq= 1.12 on 1 degrees of freedom, p= 0.29

> summary (survReg(hodg.surv ~ factor(score), dist = "weibull"))
Value Std. Error
(Intercept) 4.973 0.2923
factor(score)l 1.548 0.7290
factor(score)2 0.550 0.4653
factor(score)3 0.292 0.2330
factor(score)d 0.262 0.1462
factor(score)5 0.265 0.1210
factor(score)6 0.553 0.1111
factor(score)7 0.413 0.0747
factor(score)8 0.397 0.1410
Log(scale) 0.174 0.1736

Weibull distribution
Loglik(model)= -166 Loglik(intercept only)= -183.3
Chisq= 34.58 on 8 degrees of freedom, p= 0.000032

(a) For the Weibull regression model, what is the likelihood ratio statistic for a
test of the null hypothesis that the score variable is unimportant for predic-
tion of survival times? In answering the question, indicate what a covariate
vector z would be for a given individual and and state the null hypothesis in
terms of the coefficient vector 3. Indicate how a p-value would be calculated
with an expression involving the likelihood ratio statistic; be sure to give a
clear indication of the distribution used for the p-value calculation and any
parameters required.

(b) In the full Weibull regression model, what is an appropriate test statistic
for the null hypothesis that the coefficient for wtime is 0. How would you





calculate a p-value for this test.

(c) Indicate how you would calculate a p-value for a test that the Weibull dis-
tribution is a more appropriate distribution for e than the exponential.
Express the null hypothesis in terms of the parameters of the model and cal-
culate an appropriate test statistic; be sure to give a clear indication of the
distribution used for the p-value calculation and any parameters required.

. Suppose 11, ..., T, is a random sample from a distribution with cumulative hazard

A(t). Show that A(Th),...,A(T,) are independent and identically distributed from
the exponential distribution with mean 1.

Explain how you can use the about result and the estimated 3 and Ao(t) from a
Cox proportional hazards analysis to check the proportional hazards assumption.

. You are involved in a study comparing a new and an old treatment for a disease. A

researcher claims that a proportional hazards models for the data is inappropriate.
Instead the researcher claims that the new treatment may initially benefit the
patient with the disease but will eventually increase the risk of death relative to a
person taking the old treatment.

Explain how you might use time-dependent covariates to model this with a pro-
portional hazards model. Include in your explanation a definition of a reasonable
time dependent covariate and a statement about parameter values that agree with
the researchers explanation.

. Consider the proportional hazards model

At; 2) = Ao(t)e? P

where
Ao(t):Aj, a;j—1 <t<aj, 7=1,....k

and 0 =ag < a1 < --- < a = +00. Let d; be the number of deaths in [a;_1, a;).
Let R; be the risk set immediately prior to a;, C; the set of individuals censored
in [aj—1,a;) and Dj is the set of individuals failing in [a;j_1,a;). For a given value
of 3, derive the maximum likelihood estimate of A\;. Hint: the estimate should be
of the form ;\j =d;/S; for some Sj.

. Suppose T' can take on values only in {aj,as,...}. Let

Ajjz = P(T' = a4|T > ay; 2)
One possibile discrete analogue of the proportional hazards model is the model
with .
F(t;2) = Fo(t)")

where Fy(t) is the survivor for an individual with z = 0. Show that in this case

ex ZT

. For each of the questions below give the answer that is most appropriate.





(a)

Consider a log-linear model for a single group
log(T) = fo+W

where exp(W) has an exponential distribution with mean 1. If all of the
observations were censored, 3y would be estimated as

1. —00
il. +o0
1ii. 0
iv. need more information to know

We fit a log-linear model
log(T) =a+ 21 g+W

where exp(WW) has an exponential distribution with mean 1. Values #; =
t; exp(—z;r () are then calculated. If the exponential distribution is an ap-
propriate distribution for exp(W) a plot of the Kaplan-Meier estimate of ;
against the exponential distribution should look like

i. _ a line with slope approximately equal to 1 and approximate 0 in-
tercept.
ii. _  aline with slope possibly very different from 1 but 0 intercept.
ili. _ a line with slope approximately equal to 1 but with an intercept

possibly very different from 0.
iv. a flower.
Recall that the Weibull survivor function is F(t) = exp[—(At)?] and the
logistic survivor is F(t) = [1 + (At)?]7L. If a plot of log[—log[F'(¢)]] against ¢
was approximately linear with slope 1, where F' is the Kaplan-Meier estimate,

i. _ the Weibull distribution would be an appropriate model for the
data but not the exponential distribution.
ii. _ the logistic distribution would be appropriate model for the data.
iii. _ the exponential distribution would likely be appropriate.
iv. __ mnone of the above.

If an exponential log-linear model was appropriate and came up with an
estimated coefficient of -2 we would expect the coefficient from coxph to be

i approximately equal to -2.
ii. approximately equal to 2.
iii. might not be close to either of these values.

If the Kaplan-Meier estimate F'(t) = 0.65 and se[F(t)] = 0.03 an estimate of

sellog(F(t))] is

i 21.67
ii. 0.046
iii. 0.071

iv. 0.023





(f)

If the Kaplan-Meier estimate F'(t) = 0.65 and se[F(t)] = 0.03 and a 95%
confidence interval for F'(t) is [0.5912,0.7088], then an approximate 95% con-
fidence interval for F'(t)~1/3 is

i [1.122,1.191]

. [1.012,1.170]

i [1.413,1.223]

iv. _ all of the above
v. _____ mnone of the above

We can fit a competing risks model with a proportional hazards specification
for the type-specific hazard: \;(t; z) = ezTﬁ)\o(t), by using coxph and

i. _ successively fitting models in which deaths correspond to specific
types and all other types of death are treated as censored observations.

ii. _ stratifying for the type-of-death variable.
ili. _ considering a model in which there are interactions between the

type-of-death variable and every other variable.

Suppose that for a discrete failure time 7', the model
logit()\j|z) = logit()\j|0) + zTﬂ

Here logit(u) = log[u/(1 — w)]. Suppose the above was actually a discretiza-
tion of a continuous random variable T™. Specifically, suppose that T = a;
whenever T* € (aj,a;j4+1]. Consider now what would occur as as the discrete
time points get closer and closer to each other. The model above implies

i a proportional hazards model for 7.

ii. an accelerated life model for T*.

iii. none of the above.
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STAT 4300/5300: State Space Models
Fall Semester 2006

Instructor: J. Mills Flemming

Office: Chase 122
Telephone: 494-1268
E-mail: Joanna.Flemming@Dal.Ca

Lectures: Tuesday and Thursday 11:35-12:55
Room: Chase 319
Office Hours: Tuesday and Thursday 1:30-2:30

Course Description: This course will introduce state space models offering a unified
approach to a wide range of models and techniques including ARIMA and latent
variable models. Filtering, smoothing and forecasting will be discussed along with
missing observations and parameter estimation. Students are required to apply the
methods learned to datasets of current interest. MATLAB will be used throughout the
course.

Method of Evaluation: Assignments 20%
In-Class Presentation 10%
Midterm 25%
Final Exam 45%

(Note: There will be no supplemental exam)

Grading Scheme: A+ 90 and above

A 85 up to but not including 90
A- 80 up to but not including 85
B+ 75 up to but not including 80
B 70 up to but not including 75
B- 65 up to but not including 70
C+ 60 up to but not including 65
C 55 up to but not including 60
C- 50 up to but not including 55
D 47 up to but not including 50
F below 47

Assignments: There will be 4 assignments that will provide students the opportunity to
use the techniques discussed in class to analyze data sets. Assignments will require
computations using MATLAB. Late assignments will not be accepted.

Students with Disabilities: Students with disabilities are encouraged to register as
quickly as possible at the Student Accessibility Services if they want to

receive academic accommodations. To do so please phone 494-2836, e-mail
access@dal.ca , drop in at the Killam, G28 or visit www.studentaccessibility.dal.ca.





Week

Space Models

1: Sept 7" Course Outline and Introduction
2: Sept 12", 14" Local Level Model Local Level Model
3: Sept 197, 215" | Linear Gaussian State Linear Gaussian State Space

Models, A#1 Due

4: Sept 26™, 28™ | Filtering, Smoothing and Filtering, Smoothing and
Forecasting Forecasting

5: Oct 3, 5 Computational Aspects Computational Aspects

6: Oct 10", 12" Computational Aspects Computational Aspects, A#2 Due

7: Oct 17", 19" Examples Midterm Exam (in class)

8: Oct 24" 26" Maximum Likelihood Maximum Likelihood Estimation
Estimation

9: Oct 31%, Nov 2™ | Non-Gaussian and Non-Gaussian and Nonlinear State
Nonlinear State Space Space Models, A#3 Due
Models

10: Nov 7", 9" Importance Sampling Importance Sampling

11: Nov 14", 16"

Special Topics

Special Topics

12: Nov 21%, 23"

Examples

Examples [A#4 Due]

13: Nov 28™, 30"

Review

Final Exam (in class)
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STAT 4350 / 5350
APPLIED MULTIVARIATE ANALYSIS
(Fall 2006)

Lecture: TBA

Instructor: Michael Dowd
Office: Chase 116

Phone: 494-1048

e-mail: mdowd@mathstat.dal.ca
Office Hours: MW 1:00-3:00pm

Course Website:
www.mathstat.dal.ca/"mdowd/stat4350/stat4350.html
Copies of assignments, computer code, data sets and

some lecture notes will be made available on course
website. Announcements will also be posted here.





University Policies

Students with Disabilities:

Students with disabilities should register as quickly as
possible at Student Accessibility Services if they want to
receive academic (classroom/exam) accomodations. To
do so please phone 494-2836, email disabilities@dal.ca,
or drop in at the Killam G28.

http://studentaccessibility.dal.ca/

Intellectual Honesty

http://plagiarism.dal.ca/policies/index.html





Method of Evaluation:
e Assignments 20%
e Project 30%
e Midterm Exam 15%
e Final Exam 35%

(Note: no supplemental examination)

Grading Scheme:

A-+ 93 and above

A 85 up to but not including 93
A- 80 up to but not including 85
B+ 75 up to but not including 80
B 70 up to but not including 75
B- 65 up to but not including 70
C+ 60 up to but not including 65
C 55 up to but not including 60
C- 50 up to but not including 55
D 47 up to but not including 50
F below 47





Formal Prerequisites:
1. STAT 3340 - Regression

2. MATH 2135/MATH 2040 - Linear Algebra

Skills Required:

e Basic concepts from introductory statistics includ-
ing: probability, expectation, inference and hypoth-
esis testing

e Familiarity with multiple regression (matrix formu-
lation) and analysis of variance procedures.

e A knowledge of matrix algebra, and some basic cal-
culus





Course Text: This is a required text and will be fol-
lowed closely.

Applied Multivariate Statistical Analysis
(fifth edition)
by R.A. Johnson and D.W. Wichern.

(Available in Dal Bookstore)

Statistical Software:

Assignments and projects will require some use of soft-
ware to carry out multivariate analyses. You are free to
use software of your choice. Both Matlab and S-Plus
will be used in the course.





Course Goals:

This class deals with the stochastic behaviour of sev-
eral variables in systems where their interdependence is
the object of interest. Emphasis is on both theory and
application.

1. Develop an understanding of the theory underlying
multivariate statistical methods (foundation)

2. Provide an understanding of how multivariate anal-
ysis procedures work, including the ability to apply
methods to real data sets and to interpret the re-
sults.

3. Provide some basic experience in using modern sta-
tistical software packages for multivariate analysis.





Course Outline

e Background - matrix algebra/random vectors (Chap-
ter 2)

e Sample Geometry and random sampling (Chapter
3)

e Multivariate normal distribution (Chapter 4)
e Inferences about a mean vector (Chapter 5)

e Comparisons of several multivariate means (Chap-
ter 6)

e Multivariate linear regression (Chapter 7)
e Principal components (Chapter 8)

e Factor Analysis (Chapter 9)





Course Evalulation Details

Assignments:

There will be regular assignments worth 20% of the to-
tal mark. Late assignments will be given a zero mark
unless a medical excuse is presented. Assignments will
require both analytic work, as well as the use of statis-
tical software.

Project:

There will be a project worth 30% of the total mark.
The project will require written report. For graduate
students it will also include a oral presentation . Possible
topics could include analysis of a multivariate data set of
interest, or treatment of a multivariate topic not covered
in the course.

Exams:

The midterm will take place during regularly scheduled
class time. The final will take place during the Dalhousie
exam period as scheduled by the registrar. Further de-
tails for these exams will be announced in class





DALHOUSIE UNIVERSITY FACULTY OF SCIENCE
Department of Mathematics and Statistics
STATISTICS 5350 - GRADUATE STUDENTS - Final Examination
Date and Time: 1230-330, Tues, Dec 5, 2006

Name: Student ID:

This final exam is for Graduate Students. There are 9 questions worth 5 points each (the
exam is worth 35% of your final mark). The time available is 3 hours. You may refer to a 8.5
in by 11 in formula sheet (double sided) and you may use a calculator.

1. The n x p data matrix describes n multivariate observations on p variables and plays a
central role in multivariate analysis. Remark on the consequences (if any) for multivariate
analyses of the following situations.

Row sums are one

Column sums are one

More rows that columns

)
)
)

(d) More columns than rows
) Correlations between the columns
) Correlations between the rows
)

Normality of the columns or rows.

2. Let x be a p x 1 normally distributed random vector with mean vector g and covariance
matrix . Suppose P is the p x p matrix of eigenvectors of 3. Define the transform
z = P7!(x — d) where d is a vector of constants.

(a) What is probability distribution of z?
(b) If u = d, what is the distribution for each of the components of the random vector
z?

(c) What is the covariance between the components of z?

3. Outline the major distinctions between factor analysis and principal components analysis.
With reference to the method of principal factors, describe how factor analysis may be
viewed of as a rotation of the principal components. Describe the ambiguity associated
with this rotation, and how it is alleviated in practice.





4. The gas mileage of 4 different car models was tracked over a 1 year period using a sample
of 100 cars for each model type. Let z; denote the mileage of model i (i =1,...,4). The
following correlation matrix was obtained

1.0 0.1 0.7 0.2
0.1 1.0 0.1 0.8
0.7 0.1 1.0 0.3
0.2 08 0.3 1.0

The associated matrix of eigenvalues and eigenvectors are

0.1650 0 0 0 ) 0.6834 —0.5446 0.4508
A 0 ° 0 0 p_ 0.6343  0.2680  0.5320 0.4929
N 0 0 1.4077 0 ’ | 0.3209 —0.6374 —0.5082 0.4821

0 0 0 2.1095 —0.6793 —0.2343 0.4027 0.5670

(a) Fill in the 2 gaps (denoted by e) found in the eigenvalues and eigenvectors in the
above. Show your reasoning.

(b) Interpret the results from this principal components analysis.

(c) What might you expect a factor analysis to yield for the loadings for m = 2 factors?
Why?

5. Consider the multivariate regression Y = Z3 + € where Y is n x m and 3 is p x m, and
conforming to the usual assumptions.

(a) What extra information is used in this multivariate regression that would not be
incorporated if you simply carried out m separate multiple linear regressions? How
does this affect the interpretation of the regression results?

(b) Derive the result that o
COV(IB(z)wB(k)) = O'ik(Z/Z)il

Show all steps of this derivation be sure to make reference to the necessary regression
assumptions you are using.

(c) Suppose that Z(Z'Z)'Z' = I. What can you say about your n x m matrix of
predicted Y (or Y)? What is &'é for this case? Outline a situation where this would
occur.





6. In an investigation of adult intelligent scores, a researcher reported that the mean verbal
and quantitative scores for n = 32 subjects were Z, = 6 and T, = 3 respectively. The
associated sample covariance matrix was

2 1.2
S:ll.Z 2 ]

(a) Find the 90% confidence region for (u., f1;) and provide a graph of it indicating all
relevant quantities.

(b) Test the null hypothesis that the observations come from a population with p, =5
and g, = 4. Use an significance level oo = 0.01.

7. The principal component solution to the factor model allows the total variance of the
p X p sample covariance matrix S to be written

tr(S) = tr(LL' + W)

Define the eigenvalue-eigenvector pairs of S as (\;,e;), ¢ = 1,...,p. The loading matrix
L is defined using the first m eigenvalue/eigenvector pairs as

L= {\/)\Tel,...,\/gem

(a) Suppose that m = p. What is tr(¥)?

(b) Suppose that m < p. Show how the total variance tr(S) can be partitioned into (i)
a part, >, A;, due to LL/, and (ii) a remainder, >-7_ ., \;, due to .

i=m-+

8. Consider the zero-mean bivariate normal distribution f(z,y) with equal variances for X
and Y and a positive correlation.

(a) Sketch contours of constant probability density for the joint distribution. Write the
equation for the ellipse, centered at the origin, which encloses an probability of 0.9.

(b) Explain and graphically illustrate the operation of determining a conditional distri-
bution f(y|x) = f(z,y)/f(z) for some value x = .

(c¢) Consider the marginal distribution f,(z) = [ f(x,y)dy. Does the marginal distribu-
tion depend on the correlation? Why or why not?

(d) Now suppose that X and Y are independent, or f(z,y) = f.(x)f,(y). Draw the
joint distribution and the marginals.





9. Assume x; ~ N(v;,0%) where 3%~ = 0 for i = 1,...,p. Further, assume that the z;
are independent and jointly normal. Find

(a) The joint distribution of the random vector x = (x1, z2,...,x,)
(

)

b) The distribution of x

(c) The distribution of y = 3¢ | vz /(0 S8, +7)
)

(d) The covariance between x and y (as defined above)

Hint: Find matrix expressions for which expresses y and X in terms of x.
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Robust Statistics : Statistics 4360/5360

Instructor: Chris Field, Chase 108, 494-3339, field@mathstat.dal.ca
Time/location: MWF 9:30-10:30, LSC 212

Office Hours: Monday 2:30-3:30, Wednesday 10:30-11:30, Thursday 11:30-
12:30

Marking scheme:

30% based on Assignments

20% based on Article review/Project

20% based on midterm

30% based on Final Exam

Outline

1. Overview of robustness
Chapter 1, Hampel et al
Concepts of Robustness article
Ozone depletion example

2. Basic tools
Scale and location/scale
Welsh 5.1-5.4
Influence function article, JASA(1974) V69, p383-393

3. Linear models : M and GM-estimates
Welsh 5.5-5.6

4. Least median of squares, regression depth
Rousseeuw and Leroy Chapter 3
Regression depth article, JASA(1999) V94, p388-433

5. Covariance estimation, multivariate methods
Outlier detection
Rousseeuw and Leroy Chapter 7

6. Robust Testing
Handbook V15 Chapters 3 and 4

7. Generalized linear models
Cantoni and Ronchetti article, JASA (2001) V96, p1022-1030





8. Mixed Models
Handbook V15 Chapter 13

9. Model Selection
Model selection paper

10. Robustness against Dependence
Dependence in regression paper





Final Exam Statistics 5360, April 12, 2004
Time allowed : 10:00am to 10:00pm

1. The data set urine (description attached) gives physical characteris-
tics of urines (6 predictors) with and without crystals. Carry out a
classical and robust analysis to determine the best model for predict-
ing presence/absence of crystals. Comment on any differences in the
results.

2. The following data gives the number of lettuce plants which grow in
a factorial experiment with three levels of nitrogen and three levels of
phosphate. The data is given as follows:

o ny 2]
po 449 413 326
p1 409 358 291
po 341 278 312

(a) Carry out a least squares analysis, an analysis with ImRob and an
analysis using least median of squares to determine the effects of
the nitrogen and the phosphate. Compare the results and deter-
mine what causes the differences among the analyses. Note that
you need to create indicator variables to do this as a regression.

(b) For both the least squares and the ImRob, construct confidence
intervals for the differences ps — pg and py — p;.

(c) Carry out a robust Wald test for the phosphate effects. If we are
testing that the last q (s are 0 (Hy : B2y = 0), then the test
statistic has the form B(J;)V(gé)ﬁ:(g) where 3(2) is the estimate of
B2y under the full model and V() is the q by q submatrix of

the covariance matrix of the estimates under the full model. Note
that the covariance matrix is the object cov returned by ImRob.

3. The attached data gives body weight and brain weight for a selection of
mammals. For this question use the 11 observations from observation
6 to observation 16.

(a) Find the regression depth of the least squares fit obtained by re-
gressing log(brain wt) on log(body wt).

1





(b)

Find the regression line with maximum depth.

4. Assume we are interested in estimating the parameters a and 3 from
a Gamma distribution but are concerned that the model may not be
exactly true.

(a)
(b)
()

Determine whether the maximum likelihood estimates for the pa-
rameters are robust.

If they are not, propose a robust procedure outlining the steps of
an algorithm you would need to compute it.

Indicate how you would assess the performance of the mle relative
to the robust estimate at the model Gamma distribution and a
contaminated Gamma, (1 —€)I'(«, 5) 4+ €l'(a, 103). Write out any
integrals that you would need to evaluate.
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Instructor:

Time:

Place:

Office hours:
Text:

Statistics 4300/5300 - Fall 2003
Stochastic Processes
Course Outline

Dr. E. Susko (Chase 115)
susko@mathstat.dal.ca
http://www.mathstat.dal.ca/ tsusko/

TR 1:00-2:30

Chase 312 (Colloquium Room)

TR 10-12

Introduction to Probability Models (8th Edition)
Sheldon M. Ross

Marking Scheme

Assignments  35%

Midterm

25% Thurs, October 16 7-8:30 Coll. Room

Final exam  40%

Intended Material

1. Basic Probability and Conditioning

2. Branching Processes

3. Poisson Processes

4. Discrete Time Markov Chains

5. Continuous Time Markov Chains

6. Additional Topics

There will be no supplemental examination in this course.





Statistics 4300/5300 - Stochastic Processes - Fall 2003
Final Exam

e Each portion of a question is worth 5 marks.

e Student(s) in sta4300 will have their worst two parts of a question dropped. For instance,
if 1 (b) and 3 (c) are not completed, the exam will be marked as if they were not present.

1. Individuals arrive in a fixed region according to a Poisson process with rate A. Indepen-
dently, each individual gives birth to ¢ children with probability p; < a*, i =0,1,....
(a) What is the probability that no children are born in the region?

(b) What is the expected population size of children and arrivals?
2. Calculate the following for a Poisson process with rate .

(a) P(N(t) =1|N(3t) =5).
(b) Var(T1|N(2) = 1) where T} is the time to the first event.

(c) E[S2] and E[S1S2] where S1 and Sy are the waiting times for the first and second
events.

(d) Cov[N(t+s), N(t)].

3. Consider a branching process where each individual currently in the population always
gives birth to an even number of offspring. Suppose that the offspring distribution is

(a) Obtain the probability that the population is extinct by the third generation when
p=1/3.
(b) Obtain the probability that the population goes extinct at the third generation

when p = 1/3. That is, the probability that the population is not extinct in the
second generation but is extinct in the third generation.

(c) Obtain the mean population size at the nth generation. Give a general expression.

4. Suppose that a discrete time Markov chain with state space S = {0, 1,2, 3,4} has tran-
sition probability matrix

0 2/3 0 0 1/3

47 0 3/T 0 0

P=| 0 0 1 0 0
o 0 0 o0 1

O 0 0 1/8 7/8

(a) Decompose the state space of the Markov chain into closed communicating classes
and transient states.

(b) Determine the limits, as n — oo of pi’? and PELZ)'

(¢) Determine the absorption probabilities from the transient state(s) to the closed
communicating class(es).

(d) Determine pgll) and the expected time between transitions to state 4.





5. The travel of a business man is being monitored. The traveller has business in Halifax,
Toronto and Vancouver. Given that he is in Halifax, he travels to Toronto next. Given
that he is in Toronto his next trip out will be to Halifax with probability 1/3. When he
is in Vancouver his next trip out is equally likely to be to Toronto or Halifax. Indepen-
dently, the periods that he remains in Halifax, Toronto and Vancouver are exponentially
distributed with means of 2, 3 and 5 days respectively. Let X (¢) be the location of the
man at time ¢t with 0,1 and 2 denoting Halifax, Toronto and Vancouver respectively.

Derive the rate matrix for the Markov chain.
Give an equation that relates the pj,(t) to the p;;(t). You need not solve it.

)
)
c) Calculate the limiting probabilities: lim; o pi;(t).
) Is this an irreducible continuous-time Markov chain? Justify your answer.
)

If the man is equally likely to be in any of the three cities at time 0, calculate the
probability that the third city he visits is Halifax.

6. People line up in for service at a single grocery clerk according to a Poisson process with
rate A. The times required for service are exponentially distributed with rate u. Let N ()
denote the number of individuals waiting in line.

(a) Derive the rate matrix for the {N(¢)} process. Justify your answer.

(b) Give conditions under which the limiting probabilities will exist and calculate them
under these conditions.

(c) Is this a time reversible Markov chain? Give reasons for your answer.
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TIME SERIES ANALYSIS
STAT 4390/5390 — OCEAN 4210/5210

Lecture: MWF 230-330 in Chase 319

Instructor: Michael Dowd
Office: Chase 116

Phone: 494-1048

e-mail: mdowd@mathstat.dal.ca
Office Hours: MW 1:00-2:30pm

Course Website:
www.mathstat.dal.ca/“mdowd/stat4390/stat4390.html
Copies of lecture notes, assignments, computer code,

and data sets will be made available on course website.
Announcements will also be posted here.





University Policies

Students with Disabilities:

Students with disabilities should register as quickly as
possible at Student Accessibility Services if they want to
receive academic (classroom/exam) accomodations. To
do so please phone 494-2836, email disabilities@dal.ca,
or drop in at the Killam G28.

http://www.dal.ca/“services/ssd.html

Intellectual Honesty

http://plagiarism.dal.ca/policies/index.html





Method of Evaluation:
e Assignments 20%
e Project 30%
e Midterm Exam 15%
e Final Exam 35%

(Note: no supplemental examination)

Grading Scheme:

A-+ 93 and above

A 85 up to but not including 93
A- 80 up to but not including 85
B+ 75 up to but not including 80
B 70 up to but not including 75
B- 65 up to but not including 70
C+ 60 up to but not including 65
C 55 up to but not including 60
C- 50 up to but not including 55
D 47 up to but not including 50
F below 47





Formal Prerequisites:
1. STAT 3340 - Regression Analysis

2. STAT 3460 - Intermediate Statistical Theory

Skills Required:

e Basic concepts in Statistics including: probability,
expectation, and inference

e Familiarity with calculus, matrix algebra, complex
numbers





Course Text:

The text for the course is:

Spectral Analysis and Time Series
by M.B. Priestley.

It is available in Dal Bookstore.

Course Notes:

Course notes will be provided on the website. These
notes are under development. Consider them as a draft
and please report any errors and feel free to make sug-
gestions. The purpose of the notes is to supplement,
not replace, Priestley’'s book. I will assume that you
have a basic familiarity with most of the material cov-
ered in sections 2.1-2.9, and 2.11-2.13 of Priestley’s
book. If you have problems with this material see me.

Software:

Assignments and projects will require some use of soft-
ware to carry out time series analyses. I will empha-
Size the use of the software package MATLAB, but you
may also use other analysis software for your work (e.g.
Splus).





Course Goals:

This class deals with the analysis of systems character-
ized by dependence structure, such as variables recorded
over time (but also spatial data). The emphasis is on
both theory and application.

1. Develop an understanding of the theory underlying
time series in the time and frequency domain.

2. Provide an understanding of how time analysis pro-
cedures work, as well as the ability to apply methods
to real data sets and to interpret the results.

3. Provide some basic experience in using modern soft-
ware packages for time series analysis.

Course Outline
e Introduction to time series analysis
e Stationary Random Processes
e Classical analysis in the Time Domain
e Analysis in the Frequency Domain

e State Space Models





Course Evalulation Details

Assignments:

There will be regular assignments worth 20% of the to-
tal mark. Late assignments will be given a zero mark
unless a medical excuse is presented. Assignments will
require both analytic work, as well as the use of com-
puting software.

Project:

There will be a project worth 30% of the total mark.
T he project will require written report, as well as an oral
presentation. The project will be based on an analysis
of time series data, or the detailed treatment of a more
theoretical topic. Further details will be provided during
the course.

Exams:

The midterm will take place during regularly scheduled
class time. The final will take place during the Dalhousie
exam period as scheduled by the registrar. Further de-
tails for these exams will be announced in class





TIME SERIES ANALYSIS
STAT 4390/5390 and OCEAN 4210/5210
Final Exam — 2-5 PM , April 12, 2006

This final exam is worth 35% of your final grade. The time available is 3 hours. You may use two
formula sheets (double sided) and you may use a calculator. Answer questions in the exam books
provided. All questions are worth equal value. Graduate students must answer 10 of the 12 questions,
and Undergraduates must answer 8 of the 12 questions.

1.

Suppose you given two time series. Outline the goals of a time series analysis of these data,
and the steps that you would take for both the time and frequency domain based analysis.

Consider the univariate model X; = 0.8X,_; + ¢;. Let the forcing be given as ¢, = cos(wt).
Determine the transfer function and express it in terms of the gain (ratio of the input forcing
and output response for a linear system, as a function of frequency).

Given the process: X, = aX, 1 + €, where |a| < 1 and ¢, is a zero-mean, purely random
process with variance o2. Derive a general expression for X,, in terms of the ¢,. Use this result
to establish the covariance between the X,, and X, ;. For large n, show how these only depend
on their relative separation k.

Consider the univariate state space model
Ty = ari_1 + €], 2 =1 + €

where {e}"} and {e?} are independent zero-mean Gaussian purely random processes with vari-
ances 02, and o2 respectively. Consider that Ryx (k) to be known for the AR(1) model.

(a) Derive and sketch the auto-covariance Rzz(k) . Comment on the role of 02, 02, and a in
determining the shape of the Rz (k).

(b) Derive and sketch the power spectrum hzz(w). Comment on the role of 02, 02 and a in
determining the shape of the power spectrum.

Given a time series, clearly explain the two approaches that can be taken to obtain the power
spectrum of the series. Outline the advantages of disadvantages of each procedure.

Given the univariate state space model
Ty = ari1 + e, 2t =T+ €f

where {e}"} and {e¢} are independent zero-mean Gaussian purely random processes with vari-
ances o2, and o2 respectively. Consider the situation for time 7 where a predictive state Z is
available along with its variance UJ%. Suppose also that a measurement z is available. Set up
and solve the regression to show that the filter state can be expressed as

2 0.2
i_<1+ag>£+<1+§>z
0% o2

Interpret this equation and consider the limits where 62 — 0o, and where aj% — 00.





7. The figure below shows two time series (where time is measured in hours), as well as results

10.

from a cross-spectral analysis. Using these results, explain the properties of these time series.

Time Series, Second Above Power Spectra
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Consider the AR(2) process: X, + a1 X,,_1 + a2 X,,_o = €,. Write this as a multivariate AR(1)
and find explicit expressions for the eigenvalues of A in terms of a; and as. Under what
condition on a; and as will the eigenvalues be complex? What do the existence of real or
complex eigenvalues imply for this model?

Starting with the definition of the power spectral density, h(w), in terms of the auto-covariance
function R(k), i.e.
1 & -
hw)=— > R(k)e ™"

Express R(k) in terms of h(w). What happens for the case k = 0, and what does it mean?

Suppose you are given an observation set (zi, 22, ...,2y) and the multivariate nonlinear and
non-Gaussian state space model

xy =d(xq) + e, 2z = h(xy) + €y

where {e}"} and {ef} are independent zero-mean purely random processes. Outline the pro-
cedure used to carry out a single stage transition for the filtering problem (i.e. that is the
transition of the system from time N to time N + 1 during which a new measurement, zy,1,
becomes available).





11. Consider the linear and Gaussian state space model

12.

xy = Dxy_q + €/, 2= Hxy + €]

where x; is n x 1 and z; is p x 1. Suppose that we have an estimate for the filter density at time
t — 1 as p(xy_1|Zi_1) = N(Z4_1, P,_1). (i) Derive the mean and the covariance matrix for the

forecast density 7;, and (ii) Setup the regression to solve for the filter density, z;, and derive
its variance-covariance matrix P;.

The following figures shows the theoretical autocorrelation function (left panel) and power
spectral density (right panel) of an AR(2) process:
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(a) Estimate the variance of the process.

(b) Find the dominant period of the process using (i) auto-correlation function and (ii) the
power spectrum

(c) Sketch a typical realization from this process being sure to highlight and comment on the
main features.

(d) Explain the role of the auto-regressive parameters in setting the shape of the auto-
correlation function.

(e) Explain the role of the auto-regressive parameters in setting the shape of the power spec-
trum
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STAT 4620/5620: DATA ANALYSIS

2006 Fall

Instructor: Hong Gu, Office: Chase 101, Phone: 494-7161, E-mail: hgu @mathstat.dal.ca

Lectures: 2:35pm-3:25pm Mon. Wed. Fri. Place: Chase 227

Office Hours: MWF. 12:30 -1:30
Prerequisite: Stat 3340, Stat 3460 , or instructor's consent

Textbook: Categorical Data Analysis, Second Edition by Agresti (Wiley).

Other recommended reference books:
"Generalized Linear Models" by Nelder & McCullagh (2nd Ed, Chapman Hall),
"Generalized Additive Models" by Hastie & Tibshirani (Chapman Hall)

"Modern Applied Statistics in S" by Venables and Ripley (4th ed Springer)

*“Generalized Linear models” by R. H. Myers , D. Montgomery and G. Vining.

Assessment:

30 % Homework assignments (probably 5 to 6 assignments)
30 % Project (Detailed requirement will be given in the middle of the term)

40 % Final Exam (open book, take home data analysis exam)

Course Outline:
1. Review of the Linear Regression Models.
2. Logistic Regression .
3. Poisson Regression.

4. Logit Models for Multinomial responses.
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5. Contingency tables.

6. Generalized Linear Models .

7. Gamma response.

8. Smoothing and non-parametric regression.

9. Generalized Additive models.

University Policy on Intellectual Honesty
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Data Analysis 4620/5620 Final Examination - Fall 2006

Instructions:

1. This is an open book, take-home exam. You must work independently and
not collaborate with other classmates or anyone else. Any suspected plagiarism
will be investigated.

2. You must send in your solutions by emailing to me no later than 10pm Nov.
11, unless other agreement has been reached beforehead.

3. For numerical analysis questions, you need to submit the codes and the
output as well as the explainations or comments about the output to address the
questions. Handing in only the computer output is not sufficient. If your
explanations or comments are made right below the program output, You should
try to highlight those parts.

4.  Partial marks can be given for partially correct answers.

5. Should you have problems in comprehending the questions, email me or call
me at any time during the day. You may also leave a message on my answering
machine, and I'll reply ASAP. My email address: hgu @mathstat.dal.ca, and
phone: 4455306 (this is my home phone number, I won't be on campus on Nov.
11).

6. There are 4 questions given below. Each of the first 3 questions includes 5
small questions. For those students registered as 4620, you may only answer the
questions 1-3 with each of those small questions worth of 5 marks. Answering the
Sth question may get you some bonus points. For those students registered as
5620, you need to answer all 4 questions. Each of those small questions in question
1-4 is worth of 5 marks and the last question is worth of 10 marks. Your marks
will be rescaled finally to have full mark as 100.

Question 1.

These are the data from Wilner, Walkley and Cook (1955) on the effect of racial attitudes on segregation and

1 nfAa 0OG/25/2007 0012 AN





Y"nf A

file:///home/bsmith/accreditation/FinalExam-fall06-5620.html

integration of public housing:

Sentiment
Proximity Contact Norms fav unfav
close frequent favorable 77 32
unfavorable 30 36
infrequent favorable 14 19
unfavorable 15 27
distant frequent favorable 43 20
unfavorable 36 37
infrequent favorable 27 36
unfavorable 41 118

You can get a file in the usual character and numeric formats from housing.dat or housing.raw, respectively.

The latter codes the factor levels in order of appearance as follows:

Proximity: 1 = close, 2=distant

Contact: 1 = frequent, 2=infrequent
Norms: 1=favorable, 2=unfavorable

(a) Use the logit link within logistic regression to analyze these data. Choose the model that you think the
most proper for this data.

(b) Test the goodness of fit of your model, interprete.
(c) Interprete parameter estimates.

(d) Which combination of the values for Proximity, Contact and Norms is most likely to give the Sentiment
favorable answer? Find the estimated probability for this combination of the values of Proximity, Contact and
Norms.

(e) Calculate a 95% confidence interval for the probability of giving the Sentiment favorable answer at the
combination values of the predictors in (d).

Question 2.
Smoking and Lung Cancer

This dataset has information on lung cancer deaths by age and smoking status. The file in "raw" format has
four columns:

age: in five-year age groups coded 1 to 9 for 40-44, 45-49, 50-54, 55-59, 60-64, 65-69, 70-74, 75-79,
80+.

smoking status: coded 1 = doesn't smoke, 2 = smokes cigars or pipe only, 3 = smokes cigarrettes and
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cigar or pipe, and 4 = smokes cigarrettes only,

population: in hundreds of thousands, and
deaths: number of lung cancer deaths in a year.

The file is also available in "dat" format with variable names, row names and string labels for age and
smoking status.

(a) Use logistic regression to analyze this data.

(b) Interprete the results and draw the proper conclusions from your logistic regression.
(c) Repeat the analysis using Poisson regression.

(d) Interprete the results and draw the proper conclusions from your poisson regression.

(e) Discuss the two analyses, which one do you prefer to use on this data? Why?

Question 3.
The Method Choice Data

The method choice data from Brazil are available in a file containing three columns:

Age group: 15-19, 20-24, 25-29, 30-34, 35-39 or 40-44

Method: sterilization, efficient, inefficient, or not_using
Frequency: the number of women in each age/method combination.

As usual, the file is available in two formats: brazil.dat codes the factors using character labels, and
brazil.raw uses numeric codes (the age groups are coded 1-6 and the methods are coded 1=not_using,
2=inefficient, 3=efficient, 4=sterilization).

(a) Fit a multinormial baseline category logit model to predict the “Method” using “Age group”.

(b) Interpret the above fitted model in (a), compare the fitted values with the observed values using graphical
display(s).

(c) Fit a cumulative logit model to predict the “Method” using “Age group”.

(d) Interpret the above fitted model in (c), compare the fitted values with the observed values using graphical
display(s).

(e) Compare the above two fittings, which one do you think more proper to this data set? Why? (hint: AIC
can be used to compare two different models).

0OG/25/2007 0012 AN
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Question 4.
Leukaemia survival times data

The data gives the times to death (in weeks) and white blood cell counts for two groups of leukaemia
patients, AG-positive and AG-negative. There are 33 observations on three variables.

WBC: The white blood cell count.
Time: The time to death (in weeks)

AG: AG is 1 for AG-positive patients, and is 2 for AG-negative patients.

The file is available here.

Use proper approach in GLM to predict The time to death for the leukaemia patients, draw conclusions from your
analysis.

A of A 0OG/25/2007 0012 AN
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STAT 5300: Analysis of Longitudinal Data
Winter Semester 2008

Instructor: J. Flemming

Office: Chase 122

Telephone: 494-1268

E-mail: Joanna.Flemming @Dal.ca

Lectures: Tuesday and Thursday 1:05-2:25

Room: Chase 227

Office Hours:  Tuesday and Thursday 2:30-3:30 e

Text: Analysis of Longitudinal Data
Peter J. Diggle, Patrick Heagerty, Kung-Yee Liang and Scott L. Zeger

Reference Papers: To be given later. <— will loo K at seme current 155ues

Course Description: This course is concerned with the theory and application of appropriate statistical
techniques for analysis of longitudinal data, data that are collected repeatedly over time on a number of
subjects. Topics include generalized estimating equations; fixed, random and mixed effects linear
models; generalized linear models, diagnostics and model checking; as well as missing data issues.

Method of Evaluation: ~ Assignments  20% (4 @ 5% cadv)
Project 30%
Midterm Exam 25%

: } each 1.8 hrs,
Final Exam 25% (Mote: Thera will be no supplemental exam)

Grading Scheme: At 80 and above
A 85 up to but not including 80
A= 80 up to but not including 85
B+ 75 up to but not including 80
B 70 up to but not including 75
B- 65 up to but not including 70

C+ 60 up to but not including 65
C 55 up to but not including 60
c- 50 up to but not including 55
8] 47 up to but not including 50
F below 47

Assignments: There will be 4 assignments that will provide students the opportunity to use the techniques
discussed in class to analyze data sets using appropriate software packages (SR, winBUGS). Late
assignments will not be accepted.





Project : Each student will be required to submit (individually) a term project. The student will perform and
document a complete analysis of a longitudinal data set of interest to them. Further details to be
provided in class. Could +urn inte a paper !

Week

Dates

Topics

Requirements*

January 5

Chapter 1

January 10 and 12

Chapters 2 and 3 ’12"

January 17 and 19

Chapters 5 and 6

et

Assignment 1 due

/,Januaryéfi a}cbzgl "

Chapters 7 anw

\5// /.February' and Chapter 8 Tc;:._ng mﬁ;,.q’_ Assignment 2 due
&  |February 14 and 16 Chapter 10,1« A5 £ FLEIAEY oo
9 March -%'u:l 3/ Chapter 11 Assignment 3 due

10 March and 1g/ Chapter 12

11 |March 2#%and 23/ Chapter 13 Assignment 4 due

12 March 28 and 30 Special Topics '

13 April 4 and & Special Topics Project due

*due dates are on Thursday of week indicated L i ﬁfﬂf— JHH-‘( 9 4_—]4" A

Exams: Both the midterm and final exam will be held outside of class time on February 17
respectively. The exact times will be determined via discussion on the first day of class.

and April 10,





STAT 5300: Longitudinal Data Analysis

Final Exam - 25 Points Total

April 10 2006

(5 points) Explain the motivation for proposing marginalized models. Discuss the for-
mulation and interpretation of a marginalized random effects model using the dataset
you are investigating for your project.

(5 points) For a longitudinal data set, let ¥* represent the complete set of mea-
surements which would have been obtained were there no missing values. Next let
¥r= {Y':”:',Y':"‘}} where Y@ represents those measurements actually obtained and
Y™ represents those that are missing, for whatever reason. Finally, let R be a set
of indicator random variables, denoting which are in Y and which are in Y™, Us-
ing this notation provide definitions of (a) completely random, (b) random and (c¢)
informative missingness.

(5 points) Consider fitting the following random effects model to a longitudinal data
set using WinBUGS:

for (iin1 : N) {
for € j in1.: T Y4
y[i,jl ~ dbin(pli,jl,1)
logit(p[i,j]) <~ alpha® + alphal * x1[i,j] + alpha2 *x2[i,j] + bl[il

bl[i] “dnorm(0.0, tau)
}

To complete formulation of the model indicate those random variables for which prior
distributions must be specified. Provide an appropriate distributional form for each of
these prior distributions.

(5 points) Explain why the cross-validation MCMC procedure recently proposed by
Cantoni et al. is desirable when large numbers of potential explanatory variables must
be considered. State one other advantage of the approach over a standard backwards
stepwise procedure.

(5 points) What additional information is provided by the robust gee approach that we
studied in this course (as compared with the classical version). In the situation where
the robust and classical versions agree quite well for a particular data set of interest,
what can one conclude?
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STAT 5500: STATISTICAL DATA MINING

2006 Winter

Instructor: Hong Gu
Office: Chase 101
Phone: 494-7161

E-mail: heu@mathstat.dal.ca

Lectures: 9:35-10:25am on Mon., Wed., Fri.
Place: Chase 227--seminar room
Office Hours: Mon. Fri. 11:30am-1:00pm

Course description: A variety of supervised learning and unsupervised learning methods are introduced and their statistical insights will be discussed

Prerequisite: Stat 3340.03, 4350.03, or instructor's consent

Textbook: Hastie, T., Tibshirani, R., Friedman, J. (2001),

The Elements of Statistical Learning: Data Mining, Inference. and Prediction. Springer

Marking Scheme:

40 % Homework assignments

30 % Project

15 % Papers reading Report

15 % Presentation

Course Outline:

week 1-week3: Introduction, unsupervised learning methods, chapter 14.

week 4: Chapterl. Supervised learning, least square and Nearest neighbors, Sec 2.1-2.3. Statistical decision theory, Sec. 2.4.
week 5: Curse of dimensionality and Bais-variance tradeoff, 2.5-2.8. Linear methods for regression, least square and subset selection, Sec. 3.2-3.4.
week 6: Shrinkage methods, Sec. 3.4. Linear method for classification: linear discriminant analysis, Sec. 4.3

week 7: Quadratic discriminant analysis and other regularized methods, Sec. 4.3. Logistic regression, Sec. 4.4.

week 8: Generalized additive models, Sec. 9.1. CART, Sec. 9.2.

week 9: CART (continues) , Sec. 9.2. PRIM, Sec. 9.3.

week 10: MARS, Sec. 9.4. Bagging Sec. 8.7. Boosting and additive trees, Sec. 10.1-10.4.

week 11: Boosting and additive trees, Sec. 10.5-10.10.

week 12: Neural networks, Sec 11.1-11.3

week13: Neural networks.
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