
Math 4680, Topics in Logic and Computation, Winter 2012

Answers to Homework 1

Problem 1.1 #2 Let P (α) be the property “the length ofα is not 0, 2,
3, or 6.”. We prove that any well-formed formulaα has this property by
induction on well-formed formulas. Ifα = An is atomic, then it has length
1, and thus it satisfies the propertyP . The same is true ifα = ⊤ orα = ⊥.
Now suppose thatα = (¬β) for some well-formed formulaβ. If n is
the length ofβ, then the length ofα is n+ 3. By induction hypothesis, we
know thatn is not−3, −1, 0, or 3. Thus,n + 3 is not 0, 2, 3, or 6 andα
has the propertyP . Finally, supposeα = (β � γ) for some well-formed
formulasβ andγ, where� ∈ {∧,∨,→,↔}. Letn andm be the lengths
of β andγ, respectively. Thenα has lengthn+m+3. Eithern andm are
both 1, in which casen +m+ 3 = 5. Or otherwise, at least one ofn and
m is > 4, in which casen+m+ 3 > 8. In any case,n+m+ 3 is not 0,
2, 3, or 6, and thusα has the propertyP . This proves the claim.

To show that all other lengths are possible, we only need to give a well-
formed formula for each length.

A1 has length1.
(¬A1) has length4.

(A1 ∧A2) has length5.
(¬(¬A1)) has length7.

(¬(A1 ∧A2)) has length8.
((A1 ∧A2)∧A3) has length9.

After this, we can generate any length because ifα has lengthn, then
(¬α) has lengthn+ 3.

Problem 1.1 #3 If α is a well-formed formula, we writec(α) for the
number of occurrences of binary connectives inα, ands(α) for the number
of occurrences of sentence symbols and the symbols⊤ and⊥ in α. We
claim thats(α) = c(α) + 1. Proof by induction on well-formed formulas:
If α = An is a sentence symbol, or ifα is ⊤ or ⊥, thens(α) = 1 and
c(α) = 0, thus the claim holds. Ifα = (¬β) for a well-formed formula
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β, thens(α) = s(β) andc(α) = c(β), so the claim holds by induction
hypothesis. Finally, ifα = (β � γ), where� ∈ {∧,∨,→,↔}, then
s(α) = s(β)+s(γ), andc(α) = c(β)+c(γ)+1. By induction hypothesis,
we have

s(α) = s(β) + s(γ) = (c(β) + 1) + (c(γ) + 1) = c(α) + 1,

which proves the claim.

Problem 1.2 #2 (a) Yes,(((P → Q) → P ) → P ) is a tautology, as the
following truth table shows:

P Q P → Q (P → Q) → P ((P → Q) → P ) → P

T T T T T

T F F T T

F T T F T

F F T F T

Moreover, from the truth table, we see that((P → Q) → P ) is tautologi-
cally equivalent toP .

(b) Let σ0 = (P → Q) andσk+1 = (σk → P ). By induction we prove
that for all k > 1: if k is odd, thenσk |==| P , and if k is even, then
|= σk. Proof: Base case: fork = 1, this is seen from the above truth table.
Indunction step: Ifk is even, thenk + 1 is odd. By induction hypothesis,
σk is a tautology, soσk+1 = (σk → P ) is logically equivalent toP . On
the other hand, ifk is odd, thenk+1 is even. By induction hypothesis,σk
is logically equivalent toP , soσk+1 = (σk → P ) is logically equivalent
toP → P , therefore a tautology.

Problem 1.2 #5 (a) The assertion is true. Proof: AssumeΣ |= α. We
have to showΣ |= α ∨ β. So letv be any truth assignment satisfying all
the formulas inΣ. By hypothesis,̄v(α) = T . By definition of v̄, we have
v̄(α∨ β) = T . Sincev was arbitrary, we haveΣ |= α∨ β as desired. The
argument is similar ifΣ |= β is first assumed.

(b) The assertion is false. Counterexample: LetΣ = ∅, α = A, and
β = ¬A, whereA is a sentence symbol. ThenΣ |= α∨ β, butΣ 6|= α and
Σ 6|= β.
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Another counterexample is: Letα = A, β = B, andΣ = A ∨ B, where
A,B are two different sentence symbols.

Problem 1.2 #7 You can ask the person: “If I asked you whether I should
take the right path, would you answer ‘yes?’ ”

Problem 1.2 #10 We start with a lemma that will be useful in this problem
and elsewhere.

Lemma. Two sets of wffs Σ and Σ′ are equivalent if and only if Σ |= α′

for all α′ ∈ Σ′ and Σ′ |= α for all α ∈ Σ.

Proof. The left-to-right implication is trivial; ifΣ andΣ′ are equivalent,
then fromα ∈ Σ we trivially getΣ |= α, henceΣ′ |= α, and similarly for
the second part. The right-to-left implication is also easy: AssumeΣ |= α′

for all α′ ∈ Σ′ andΣ′ |= α for all α ∈ Σ. Letv be any truth assignment sat-
isfying Σ; thenv also satisfiesΣ′ (because everyα′ ∈ Σ′ is a consequence
of Σ); conversely, every truth assignment satisfyingΣ′ also satisfiesΣ. It
follows thatΣ andΣ′ have the same tautological consequences. �

(a) We claim that any finite setΣ of wffs has an independent equivalent
subset. Proof: by induction on the number of elements ofΣ. Base case: If
Σ is empty, then it is independent, so there is nothing to show.Induction
step: Consider a setΣ of sizen + 1. Case 1: ifΣ is independent, there
is nothing to show. Case 2: ifΣ is not independent, then there exists
someα ∈ Σ such thatΣ − {α} |= α. By the Lemma,Σ andΣ − {α}
are equivalent. By induction hypothesis,Σ − {α} has some independent
equivalent subsetΣ′, which is then also an independent equivalent subset
of Σ.

(b) Letαk = A0 ∧ . . .∧Ak, for all k > 0, and letΣ = {αk | k ∈ N}. We
claim thatΣ has no independent equivalent subset. Indeed, letΓ ⊆ Σ be a
subset. There are three cases to consider: Case 1:Γ is empty. In this case
Γ 6|= α0, soΓ is not equivalent toΣ. Case 2:Γ has exactly one element,
sayαk. In this case,Γ 6|= αk+1, henceΓ is not equivalent toΣ. Case 3:Γ
has at least two elements, sayαk andαm, wherek < m. Thenαm |= αk,
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soΓ is not independent. In all three cases,Γ fails to be an independent
equivalent subset ofΣ, soΣ has no such subset.

(c) LetΣ = {σ0, σ1, . . .}. Defineτ0 = σ0, τ1 = σ0→σ1, τ2 = σ0∧σ1→

σ2, and so on; in general, fork > 0:

τk = σ0 ∧ . . .∧ σk−1 → σk.

Consider the setΓ = {τ0, τ1, . . .}. We claim thatΓ is equivalent toΣ.
Indeed, on the one hand, we haveσk |= τk, thereforeΣ |= τk for all k; on
the other hand, we can proveτ0, . . . , τk |= σk by an easy induction, hence
Γ |= σk for all k, so by the Lemma,Γ andΣ are equivalent.

In general,Γ is not independent. Indeed, certain elementsτk ∈ Γ may be
tautologies. Now consider the subset

Γ′ = {τk ∈ Γ | τk is not a tautology}.

Then clearly (using the Lemma),Γ′ is equivalent toΓ. Moreover, we claim
thatΓ′ is independent. Indeed, letτk ∈ Γ′. Sinceτk is not a tautology,
there exists some truth assignmentv such that̄v(τk) = F . Sinceτk =
σ0 ∧ . . . ∧ σk−1 → σk, it follows that v̄(σi) = T for all i < k, and
v̄(σk) = F . Then for alli < k, we haveσi |= τi, hencēv(τi) = T . And
for all j > k, we havēv(σ0∧. . .∧σj−1) = F , hencēv(τj) = T . Therefore
the truth assignmentv makesτk false, and all other formulas ofΓ′ true. It
follows thatτk is not tautologically implied by the other formulas ofΓ′,
henceΓ′ is independent as desired.

Problem 1.4 #2 The string(A3 → ∧A4) has length 6. Therefore it is
not a well-formed formula by Problem 1.1 #2.
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